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Chapter 1

Monoidal Categories

1.1 Monoidal Categories

We begin by laying the basis for the study of bialgebras and Hopf algebras from a categorical viewpoint.
The simplest model of a monoidal category to have in mind is the one of vector spaces with the tensor
product; a richer one is the category of representations of a finite group with the tensor product of
representations, whose structure already points towards the category of modules over a bialgebra. The
main references for this chapter are [8], [9] and [11].

Let C be a category. Recall that the category C × C has as objects the pairs (X,Y ) of objects of
C, and that a morphism (X,Y ) → (X ′, Y ′) is just a pair of morphisms (f, g), with f : X → X ′ and
g : Y → Y ′ in C. Composition is done coordinatewise, and clearly the identity of (X,Y ) in C × C is
the morphism (idX , idY ). This is extended in the canonical manner for the cartesian product of any
finite number of categories (see Appendix A for other notations and results on categories).

Let ⊗ : C × C → C be a functor. A basic ingredient for a monoidal category is the concept of
associativity for ⊗, which cannot be simply the equality (X ⊗ Y ) ⊗ Z = (X ⊗ Y ) ⊗ Z, since this is
already false in the case of the tensor product of vector spaces. Turning back to this case, what we do
have for the tensor product of vector spaces is an isomorphism (U ⊗ V ) ⊗W ≃ (U ⊗ V ) ⊗W which
“behaves well” with respect to linear maps: the isomorphism is natural in U, V,W .

The general setting is the following: the functor ⊗ produces two functors from C × C × C to C,

( ⊗ )⊗ : C × C × C → C
(X,Y,Z) 7→ (X ⊗ Y )⊗ Z

,
⊗ ( ⊗ ) : C × C × C → C

(X,Y,Z) 7→ X ⊗ (Y ⊗ Z)

and the associativity for ⊗ : C × C → C is defined in terms of a natural isomorphism

a : ( ⊗ )⊗ → ⊗ ( ⊗ )

Recall that this means that a is in fact a collection of isomorphisms

aX,Y,Z : (X ⊗ Y )⊗ Z → X ⊗ (Y ⊗ Z)

indexed by (X,Y,Z) ∈ C × C × C, which is natural on (X,Y,Z): for every morphism (f, g, h) :
(X,Y,Z) → (X ′, Y ′, Z ′), the following diagram commutes.

(X ⊗ Y )⊗ Z
aX,Y,Z //

(f⊗g)⊗h
��

X ⊗ (Y ⊗ Z)

f⊗(g⊗h)
��

(X ′ ⊗ Y ′)⊗ Z ′
aX′,Y ′,Z′

// X ′ ⊗ (Y ′ ⊗ Z ′)

An associativity constraint for the pair (C,⊗) is a natural isomorphism of functors

a : ( ⊗ )⊗ → ⊗ ( ⊗ )
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satisfying the pentagon axiom

(W ⊗X)⊗ (Y ⊗ Z)
aW,X,Y ⊗Z

**❯❯❯
❯❯❯

❯❯❯
❯❯❯

❯❯❯
❯

((W ⊗X)⊗ Y )⊗ Z

aW⊗X,Y,Z

44✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐

aW,X,Y ⊗Z

��

W ⊗ (X ⊗ (Y ⊗ Z))

(W ⊗ (X ⊗ Y ))⊗ Z aW,X⊗Y,Z

//W ⊗ ((X ⊗ Y )⊗ Z)

W⊗aX,Y,Z

OO

(1.1)

(we will generally denote the identity of an object and the object by the same symbol, with exception
to one or other ocasion where this convention would lead to confusion)

The triple (C,⊗, a) with a satisfying (1.1) is called a semigroup category. The associativity
constraint is also called an associator for ⊗

A unit for the semigroup category C = (C,⊗, a) is an triple (I, l, r), consisting of an object I of C
and two natural isomorphisms

l : I ⊗ → IdC , r : ⊗ I → IdC

called the left and right unit constraints, such that

(X ⊗ I)⊗ Y
a //

rX⊗Y ''◆◆
◆◆

◆◆
◆◆

◆◆
◆

X ⊗ (I ⊗ Y )

X⊗lYww♣♣♣
♣♣
♣♣
♣♣
♣♣

X ⊗ Y

(1.2)

for all objects X and Y . For simplicity, we will use the same notation for the unit object I and the
unit (I, l, r).

Definition 1.1. A monoidal category is a quadruple (C,⊗, a, I) that satisfies (1.1) and (1.2). The
monoidal category is strict if (X ⊗ Y )⊗Z = X ⊗ (Y ⊗Z) and aX,Y,Z : (X ⊗ Y )⊗Z → X ⊗ (Y ⊗Z)
is the identity for every X,Y,Z.

In most of the examples treated here the associativity constraint will be the canonical one attached
to the functor ⊗, and therefore we will refer to the monoidal category C = (C, a, I). Nevertheless, the
same functor ⊗ may admit more than one associator, as we will see in Example 1.7.

Before proceeding, we should say some words about the motivation behind the pentagon axiom.
Given objects X1, . . . ,Xn of C, at first the expression

X1 ⊗X2 · · · ⊗Xn (1.3)

does not make sense if n ≥ 3. However, just as it is with semigroups, a generalized associativity for
tensor products of objects holds : any two “bracketings” of this expression produce the same object
up to isomorphism. The pentagon axiom (1.1) and the unit axiom (1.2) are there to ensure that such
an isomorphism is unique if it is built up from concatenating and tensoring a, l, r, and the identities.

Examples of monoidal categories abound in nature, and, in fact, the same category might have
more than one structure of monoidal category.

Example 1.2. The first main example is the category RM of (left) modules over a commutative ring
R with the usual tensor product ⊗R over R. The associativity constraint is the canonical one, given
by

aL,M,N : (L⊗M)⊗N → L⊗ (M ⊗N)
(x⊗ y)⊗ z 7→ x⊗ (y ⊗ z)

A unit object for this category is the left module R, and l, r are as expected:

4



lM : M ⊗R R → M
m⊗ r 7→ rm

rM : R⊗RM → M
r ⊗m 7→ rm

In this example we can also see that the pentagon axiom is not automatically satisfied by any
natural transformation. Indeed, the collection of maps

βL,M,N : (L⊗M)⊗N → L⊗ (M ⊗N)
(x⊗ y)⊗ z 7→ −x⊗ (y ⊗ z)

defines a natural isomorphism but the pentagon axiom does not hold if R has characteristic different
from 2.

Example 1.3. The same category RM has another monoidal structure, this time with respect to the
bifunctor × : RM× RM that sends the pair of R-modules (M,N) to their direct product M ×N .

In this case the associativity constraint is the canonical isomorphism

aL,M,N : (L×M)×N → L× (M ×N)
((x, y), z) 7→ (x, (y, z))

and the unit is the trivial module 0 with the maps

lM : M × 0 → M
(m, 0) 7→ m

rM : 0×M → M
(0,m) 7→ m

Example 1.4. The second monoidal structure on RM is in fact a consequence of the categorical
definition of product.

If C is a category which has finite products, let × denote the functor × : C × C → C that takes
(X,Y ) to the product of X and Y , and let I be the terminal object which is the product of the empty
family. Then (C,×, I) is a monoidal category.

Similarly, if C is a category which has finite coproducts, then if
∐

denotes the coproduct and I is
the initial object which is the coproduct of the empty family, then (C,

∐
, I) is a monoidal category.

Example 1.5. Let G be a group. A k-linear representation of G is a k-vector space V with a
group homomorphism ρ from G into the group GL(V ) of invertible operators in V . One also says that
“V is a representation of G”. If V = (V, ρV ) and V

′ = (V ′, ρV ′) are representations of G, a morphism
of representations is a k-linear map f : V → V ′ such that f(ρV (r)v) = ρV ′(r)f(v) for each v in V and
r in G.

The k-linear representations coincide with the left modules over the group algebra kG, which is
the vector space with basis G endowed with the multiplication induced by the product in G, i.e.,

(
∑

agg)(
∑

g

bgg) =
∑

g,h

agbhgh.

This is a k-algebra with unit, the unit being (identified with) the neutral element of G.
If one has a representation ρ : G→ GL(V ), one gets a left kG-module by the formula (

∑
g agg)·v =∑

g agρ(g)(v). Conversely, if V is a left kG-module then the restriction of the module structure to G
defines a k-linear representation of G. Is is also clear that morphisms of representations correspond
to kG-linear maps and conversely. Therefore, we have an isomorphism between the categories RepG
of k-linear representations of G and kGM of left kG-modules.

Let G be a group, k a field, and let RepG be its category of k-linear representations. If V and W
are representations, then V ⊗W is also a representation by

g · (v ⊗ w) = (gv) ⊗ (gw).

The tensor product of morphisms of representations is also a morphism of representations.
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If U is another representation, then the canonical isomorphism

aU,V,W : U ⊗ (V ⊗W ) → (U ⊗ V )⊗W
u⊗ (v ⊗ w) 7→ (u⊗ v)⊗ w

is also an isomorphism of representations, is natural on U, V,W and satisfies the pentagon axiom (since
it does so in Vectk).

The unit object of this category is the trivial representation k where r · 1 = 1 for every r ∈ G. The
unit constraints lV : V ⊗ k → V and rV : k ⊗ V → V are the same as those for vector spaces.

Example 1.6. Consider now a noncommutative k-algebra A. In this case we may consider the
category AMA of A-bimodules, with the tensor product over A. The natural transformation a is
defined as the corresponding one in RM, and the unit is also the object A with the maps

lM : M ⊗A A → M
m⊗ a 7→ ma

rM : R⊗A A → M
a⊗m 7→ am

This category has one important difference with respect to the previous examples: all those examples
have are examples of symmetric monoidal categories, i.e., they are monoidal categories where there
is a natural isomorphism

σX,Y : X ⊗ Y → Y ⊗X

such that σ−1
X,Y = σY,X for every pair of objects X,Y the category (plus some other conditions that will

be explained in Chapter 2). In (RM,⊗R, a,R) this is the flip morphism x⊗y 7→ y⊗x; in (RM,×, a, 0)
it is the flip map (x, y) 7→ (y, x). On the other hand, there is no such symmetry in AMA in general.

In the previous examples the associators are fairly trivial and the categories are usually considered
strict. The next example shows that there are nontrivial associators.

Example 1.7. Let G be a finite group, k a field of characteristic zero. We will consider the category
of G-graded vector spaces. This category has a canonical tensor product which is compatible with
several different associativity constraints. In order to explain their nature, we will begin by making a
digression on group cohomology.

Let n be a nonnegative integer. An n-cochain on G with coefficients in the group k∗ is a function
from Gn to k∗ (a 0-cochain is an element of k∗). The set Cn(G, k∗) of n-cochains is an abelian group
with respect to pointwise multiplication. These groups form a complex of abelian groups with respect
to the morphisms

dn : Cn(G, k∗) → Cn+1(G, k∗)

defined by

dn(f)(r1, . . . , rn+1) = f(r2, . . . , rn+1)×

n∏

k=1

f(r1, . . . , rkrk+1, . . . , rn+1)
(−1)k × f(r1, . . . , rn)

(−1)n+1
.

For instance,

d2(f)(r1, r2, r3) = f(r2, r3)f(r1, r2r3)f(r1r2, r3)
−1f(r1, r2)

−1,

d3(f)(r1, r2, r3, r4) = f(r2, r3, r4)f(r1, r2r3, r4)f(r1, r2, r3)f(r1r2, r3, r4)
−1f(r1, r2, r3r4)

−1.

An n-cocycle with coefficients in the group k∗ is a function f : Gn → k∗ such that dn(f) = 1; an
n-coboundary is an element of the image of dn−1. The groups of n-cocycles and n-coboundaries are
usually denoted by Zn(G, k∗) and Bn(G, k∗) respectively. The n-th cohomology group of G with

coefficients in k∗ is the quotient group Hn(G, k∗) =
Zn(G, k∗)

Bn(G, k∗)
.

2-cocycles and the second cohomology group H2(G, k∗) appear naturally in the study of projective
representations of G over k and also in the classification of central extensions of G by k∗ (see for
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instance [7, 12]). We will see now how 3-cocycles appear in the study of monoidal structures in the
category of G-graded vector spaces.

Consider the category VectGk of G-graded k-vector spaces, i.e., vector spaces equipped with a direct
sum decomposition where the components are indexed by G. If V and W are two G-graded vector
spaces then the vector space V ⊗W has a canonical G-grading given by

(V ⊗W )r =
⊕

s,t∈G
st=r

Vs ⊗Wt

VectGk is a monoidal category with this tensor product, with the same associator as the one in Vectk,
and with the field k graded by ke = k, kr = 0 for every r 6= e, where e is the neutral element of G
(and same left and right unit constraints as in Vectk). But Vect

G
k may have several other noncanonical

associators.
Given r ∈ G, let k(r) be the G-grading of k where the only nonzero component is the one of degree

r. Note that
k(r)⊗ k(s) = k(rs).

Every object in VectGk is isomorphic to a direct sum of one-dimensional objects of the form k(r). Since
the tensor product commutes with direct sums, it is enough to study the possible associators restricted
to the full subcategory C whose objects are the k(r). Let a be an associator for (VectGk ,⊗, k(e)).
Restricting a to C and identifying k(r) with r, a can be identified with a map

a : G×G×G→ k∗

To require that a satisfies the pentagon axiom is to ask that

a(r, s, t)a(r, st, v)a(s, t, v)a(r, s, tv)−1a(rs, t, v)−1 = 1

for every (r, s, t, v) ∈ G4, which means that a is a 3-cocycle on G with coefficients in k∗. Therefore
every nontrivial 3-cocycle (i.e., a 6= 1) provides a non-canonical, non-strict monoidal structure on C
(and on VectGk ).

1.2 The unit of a monoidal category

1.2.1 Some properties of the unit

Proposition 1.8. Let (C,⊗, a, I) be a monoidal category. The following diagrams commute:

(X ⊗ Y )⊗ I
a //

r
''◆◆

◆◆
◆◆

◆◆
◆◆

◆
X ⊗ (Y ⊗ I)

X⊗rww♣♣♣
♣♣
♣♣
♣♣
♣♣

X ⊗ Y

(I ⊗X)⊗ Y
a //

l⊗Y ''◆◆
◆◆

◆◆
◆◆

◆◆
◆

I ⊗ (X ⊗ Y )

lww♣♣♣
♣♣
♣♣
♣♣
♣♣

X ⊗ Y

Proof. We will prove that the first diagram commutes.
Since the unit appears between two objects in (1.2), it is reasonable to try to prove first that this

diagram tensored by I on the right is commutative or, more generally, to prove that the diagram below
is commutative for every object Z.

((X ⊗ Y )⊗ I)⊗ Z
a⊗Z //

r⊗Z ))❘❘
❘❘❘

❘❘❘
❘❘❘

❘❘
(X ⊗ (Y ⊗ I))⊗ Z

(X⊗r)⊗Zuu❧❧❧
❧❧❧

❧❧❧
❧❧❧

❧

(X ⊗ Y )⊗ Z

(1.4)

7



The point is that if this diagram commutes for each object Z then, using the naturality of r, we
can also prove that the first diagram is commutative.

This can be done, for instance, via the next diagram where (1.4) appears as a triangle in the left
corner (it is better to think of this diagram as a prism of triangular bases, one of them being (1.4)
and the other one being the first diagram of the statement of this proposition).

((X ⊗ Y )⊗ I)⊗ I

r⊗I

||②②
②②
②②
②②
②②
②②
②②
②②
②②
②②
②

r //

a⊗I

��

(X ⊗ Y )⊗ I

r

��❁
❁❁

❁❁
❁❁

❁❁
❁❁

❁❁
❁❁

❁❁
❁

a

��
(X ⊗ (Y ⊗ I))⊗ I

r //

(X⊗r)⊗Ivv❧❧❧
❧❧❧

❧❧❧
❧❧❧

❧
X ⊗ (Y ⊗ I)

X⊗r &&▼▼
▼▼

▼▼
▼▼

▼▼
▼

(X ⊗ Y )⊗ I
r

// X ⊗ Y

In this diagram, the central square commutes because of the naturality of r applied to the morphism
aX,Y,I : (X ⊗ Y ) ⊗ I → X ⊗ (Y ⊗ I). The trapezium below also commutes, now using the natural
transformation r and the morphism X ⊗ rY : X ⊗ (Y ⊗ I) → X ⊗ Y . And the outer trapezium
commutes also due to the naturality of r, this time with respect to the morphism rX⊗Y . Since all
arrows are isomorphisms, we can begin with (X ⊗ rY )aX,Y,I and, moving it around the diagram we
get

(X ⊗ rY )aX,Y,I = (X ⊗ rY ) rX⊗(Y⊗I) (aX,Y,I ⊗ I) r−1
(X⊗Y )⊗I

= rX⊗Y ((X ⊗ rY )⊗ I)(aX,Y,I ⊗ I) r−1
(X⊗Y )⊗I

= rX⊗Y (r(X⊗Y )⊗I ⊗ I) r−1
(X⊗Y )⊗I

= rX⊗Y .

Now to prove (1.4). The idea is to “expand” it to an instance of the pentagon axiom: the triangle
(1.4) fits in the left upper corner of the next diagram.

((X ⊗ Y )⊗ I)⊗ Z

l⊗id
��

aX,Y,I⊗Z

tt❥❥❥❥
❥❥❥

❥❥❥
❥❥❥

❥❥ aX⊗Y,I,Z

**❚❚❚
❚❚❚

❚❚❚
❚❚❚

❚❚❚

(X ⊗ (Y ⊗ I))⊗ Z

a

��

(X⊗l)⊗Z
// (X ⊗ Y )⊗ Z

a

��

(X ⊗ Y )⊗ (I ⊗ Z)

a

��

(X⊗Y )⊗r
oo

X ⊗ (Y ⊗ Z)

X ⊗ ((Y ⊗ I)⊗ Z)
X⊗a

//

X⊗(l⊗Z)
44❥❥❥❥❥❥❥❥❥❥❥❥❥❥❥

X ⊗ (Y ⊗ (I ⊗ Z))

X⊗(Y⊗r)
jj❚❚❚❚❚❚❚❚❚❚❚❚❚❚❚

The diagram on the outside is the pentagon axiom applied to (X,Y, I, Z). The bottom triangle
comes from (1.2) tensored by X on the left; the left and right quadrilaterals above it are commutative
because if the naturality of a; and the right top triangle is the unit axiom (1.2) (note that idX⊗Y =
idX ⊗ idY , because ⊗ sends identity to identity, and the identity of (X,Y ) ∈ C × C is (idX , idY ) ).
Once again, since all arrows are isomorphisms, we conclude that the top left triangle must also be
commutative.

Proposition 1.9. In a monoidal category C one has

lI⊗X = I ⊗ lX , rX⊗I = rX ⊗ unit, and l1 = r1.
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Proof. By the naturality of l, applied to the morphism lX : I⊗X → X, the diagram below commutes:

I ⊗ (I ⊗X)

lI⊗X

��

I⊗lX // I ⊗X

lX
��

I ⊗X
lX // X

i.e., lX lI⊗X = lX(I ⊗ lX). But lX is an isomorphism, and therefore lI⊗X = I ⊗ lX . The proof of the
second equation is analogous.

For the third equation, note first that Proposition 1.8 implies the commutativity of the diagram

(I ⊗ I)⊗ I
a //

lI⊗I
��

I ⊗ (I ⊗ I)

lI⊗Iww♥♥♥
♥♥
♥♥
♥♥
♥♥

I ⊗ I

and using this diagram and the first equality of this proposition,

lI ⊗ I = lI⊗Ia = (I ⊗ lI)a

From (1.2) it follows that
(I ⊗ lI)a = rI ⊗ I

and therefore lI ⊗ I = rI ⊗ I.
Since r : ⊗ I → IdC is a natural isomorphism, we can conclude that lI = rI . In detail, given any

morphism f : X → X ′, the diagram

X ⊗ I
rI //

f⊗I
��

X

f
��

X ′ ⊗ I rI
// X ′

commutes. Taking X = X ′ = I and the morphisms lI : I → I and rI : I → I, we get

rI = rI(rI ⊗ I)r−1
I = rI(lI ⊗ I)r−1

I = lI .

1.2.2 Units in semigroup categories

If (C,⊗, I) is a monoidal category, to what extent does the semigroup category determine the unit
I = (I, l, r)? In order to answer this question let us say, more generally, that any triple (I, l, r) that
satisfies (1.2) is a unit of the semigroup category (C,⊗).

It is clear that if (I, l, r) and (I ′, l′, r′) are units of C then the unit objects I and I ′ are isomorphic,
since we have the isomorphism

I
l−1
I′ // I ⊗ I ′

r′I // I ′

but what about the left and right unit constraints? In order to take them into account, let us define
a morphism of units ψ : (I, l, r) → (I ′, l′, r′) to be a morphism ψ : I → I ′ that satisfies canonical
compatibilies with the unit constraints:

I ⊗X
lX //

ψ⊗X
��

X

I ′ ⊗X
l′X

;;✇✇✇✇✇✇✇✇

X X ⊗ I
rXoo

X⊗ψ
��

X ⊗ I ′
r′X

cc●●●●●●●●●

(1.5)
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Proposition 1.10. Any two units in C are isomorphic via a unique isomorphism of units.

Proof. To prove the existence of such an isomorphism, take the isomorphism (of unit objects) ψ =:
r′I l

−1
I′ : I → I ′ as above; we will show that this is a morphism of units.
Consider the diagram

I ⊗X
lX // X

(I ⊗ I ′)⊗X
a //

r′I⊗X
66♠♠♠♠♠♠♠♠♠♠♠♠

lI′⊗X ((◗◗
◗◗

◗◗
◗◗

◗◗
◗◗

I ⊗ (I ′ ⊗X)

I⊗l′
X

OO

lI′⊗X //

lI′⊗X

��

I ′ ⊗X

l′
X

��

l′
X

OO

I ′ ⊗X
l′
X

// X

The bottom square is obviously commutative, and the top square is commutative by the naturality
of l. On the left of the diagram, the top triangle commutes because of the unit axiom (1.2), and the
bottom triangle commutes because of Proposition 1.8. Once more, since all arrows are isomorphisms,
the outline of this diagram is commutative, and it follows that

l′X(ψ ⊗X) = l′X(r
′
I l

−1
I′ )⊗X

= l′X(r
′
I ⊗X)(l−1

I′ ⊗X)

= l′X l
′
X(l

′
X)

−1lX

= lX .

An analogous reasoning shows that the other diagram of the definition of morphism of units also
commutes.

For the uniqueness, assume that θ : I → I ′ is another isomorphism of units, and take X = I in
the left diagram in (1.5). Since lI and lI′ are isomorphisms, there is at most one arrow making the
diagram commute, and therefore ψ ⊗ I = θ ⊗ I. By the same argument used in the end of the proof
of Proposition 1.9, since r : ⊗ I → IdC is a natural isomorphism we conclude that ψ = θ.

Other results about units in semigroup categories can be found in [6, 9, 10, 11].

1.3 Strict Monoidal Categories

1.3.1 Monoidal Functors

Definition 1.11. Let C = (C,⊗, IC) and D = (D,⊠, ID) be two monoidal categories.
A monoidal functor F = (F, φ, φ0) consists of a functor F : C → D, a natural transformation

φ : F ( )⊠ F ( ) → F ( ⊗ ) and a morphism φ0 : F (IC) → ID such that for all objects X,Y,Z in C,

(F (X) ⊠ F (Y ))⊠ F (Z)
aD
F (X),F (Y ),F (Z)//

φX,Y ⊠F (Z)

��

F (X)⊠ (F (Y )⊠ F (Z))

F (X)⊠φY,Z

��
(F (X ⊗ Y ))⊠ F (Z)

φ

��

F (X)⊠ (F (Y ⊗ Z))

φ

��
F ((X ⊗ Y )⊗ Z)

F (aC
X,Y,Z

)
// F (X ⊗ (Y ⊗ Z))

and
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ID ⊠ F (X)
lF (X) //

φ0⊠F (X)
��

F (X)

F (IC)⊠ F (X)
φ0

// F (IC ⊗X)

F (lX)

OO
F (X) F (X)⊠ ID

rF (X)oo

F (X)⊠φ0
��

F (X ⊗ IC)

F (rX)

OO

F (X)⊠ F (IC)
φ0

oo

We will say that F = (F, φ, φ0) is a strict monoidal functor if Φ and Φ0 are isomorphisms.
Recall that the monoidal category C itself is called strict if all isomorphisms

aX,Y,Z : (X ⊗ Y )⊗ Z → X ⊗ (Y ⊗ Z)

are identities. In this section we will prove that every monoidal is equivalent to a strict one via a
monoidal functor.

Example 1.12. Let G be a finite group, k a field, and Repf G the category of finite-dimensional
k-linear representations of G. The forgetful functor F : Repf G→ Vectk that takes the representation
(V, ρ) to its underlying vector space is a strict monoidal functor.

Example 1.13. On the other hand, let A be a k-algebra and let F : AMA → Vectk be the cor-
responding forgetful functor. In this case the monoidal structure on F is not strict: the natural
transformation

φ : M ⊗N → M ⊗A N
m⊗ n 7→ m⊗A n

is the projection of M⊗ onto M ⊗A N , and the morphism φ0 is the injection

φ0 : k → A
λ 7→ λ1A

Example 1.14. Let G be a finite group. We have seen in Example 1.7 that for each 3-cocycle
a ∈ Z3(G, k∗) there is a monoidal structure on the full subcategory C of the category G-graded k-
vector spaces whose objects are the simple G-graded spaces k(r). Given a ∈ Z3(G, k∗), let Ca denote
the associated monoidal category.

Let a, a′ be two cocycles. We are going to derive necessary conditions for the identity functor
IdC : Ca → Ca′ to be a monoidal functor, i.e., conditions for the existence of a natural transformation

φX,Y : IdC(X)⊗ IdC(Y ) → IdC(X ⊗ Y )

and a morphism
φ0 : k → k

satisfying Definition 1.11.
Once again identifying the objects of C and G, we obtain a map

φ : G×G→ k∗

such that (by the first diagram of Def. 1.11 )

a(r, s, t)φ(s, t)φ(r, st) = φ(r, s)φ(rs, t)a′(r, s, t)

i.e.,
(a/a′)(r, s, t) = φ(r, s)φ(rs, t)φ(s, t)−1φ(r, st)−1 = (d2φ)(r, s, t). (1.6)

Hence, if the identity functor has a monoidal structure then a/a′ is a coboundary. This is also
sufficient when we consider only the semigroup structure of the category, but we still have to take the
unit into account.
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The map φ0 can be identified with multiplication by a nonzero element λ of k. The diagrams that
φ0 must satisfy are translated, in this case, in the equations

φ(e, e) = φ(e, r) = φ(r, e), ∀r ∈ G, (1.7)

λ φ(e, e) = 1 (1.8)

Hence φ0 is determined by φ, which is nice, but (1.7) adds an extra constraint. It follows that
IdC : Ca → Ca′ will have a monoidal structure if and only if a and a′ are cohomologous by a coboundary
d2φ such that φ satisfies (1.7), and every such φ defines a monoidal structure on IdC .

The classification of the categories Ca that are equivalent as semigroup categories can be found
in [6, Ex.13.5,p.118], where it is shown that the distinct classes are in bijection with the group
H3(G, k∗)/Aut(G).

1.3.2 Equivalence with Strict Monoidal Categories

Definition 1.15. Let C = (C,⊗, IC) and D = (D,⊠, ID) be two monoidal categories, and let
(F, φ, φ0), (F

′, φ′, φ′0) be two monoidal functors from C to D. A natural monoidal transformation
η : (F, φ, φ0) → (F ′, φ′, φ′0) is a natural transformation η : F → F ′ such that the following diagrams
commute for every pair (X,Y ) of objects in C:

ID
φ0 //

φ′0 ""❊
❊❊

❊❊
❊❊

❊
F (IC)

ηI
��

G(IC)

F (X)⊠ F (Y )
φ′X,Y //

ηX⊠ηY
��

F (X ⊗ Y )

F (ηX⊗ηY )
��

G(X)⊠G(Y )
φ′X,Y // G(X ⊗ Y )

A natural monoidal isomorphism is a natural monoidal transformation which is a natural isomorphism.

Definition 1.16. A monoidal equivalence between two monoidal categories C and D is a monoidal
functor such that there exist a monoidal functor G : D → C and natural monoidal isomorphisms
η : IdD → FG and θ : GF → IdC .

Let C = (C,⊗, I) be a monoidal category. We will simultaneously build a “covering” strict monoidal
category C̃ and a monoidal equivalence F : C̃ → C.

The objects of C̃ will be finite sequences (X1, . . . ,Xk) of objects of C; we define the length of
(X1, . . . ,Xk) to be k. We will also consider the empty sequence ∅ (which will be the unit of this
category), with length equal to zero.

Let S be the class of all such sequences, and let ∗ be the operation of concatenation of sequences.
For two nonempty sequences, ∗ is defined by

(X1, . . . ,Xk) ∗ (Y1, . . . , Yl) = (X1, . . . ,Xk, Y1, . . . , Yl)

and for the empty sequence we define S∗∅ = ∅∗S = S, for every S in S. It is clear that (S1∗S2)∗S3 =
S1 ∗ (S2 ∗ S3) for all sequences S1, S2, S3 in S.

The objects of our category C̃ are going to be the elements of S. In order to define morphisms
between then, define recursively a function F from S to the class of objects of C by

F (∅) = I, F ((X)) = X and F (S ∗ (X)) = F (S)⊗X. (1.9)

In this manner we assign to each sequence S = (X1,X2, . . . ,Xk) of objects of C the object ((· · · ((X1⊗
X2)⊗X3) · · · )⊗Xk.

Given sequences S1 and S2 of objects of C, we define the set of morphisms C̃(S1, S2) to be the
set C(F (S1), F (S2)). Since C is a category, it follows that C̃ is a category.
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Proposition 1.17. Let C and C̃ be as before. The functor F : C̃ → C which is defined on objects by
(1.9), and sends the morphism f : S1 → S2 to the morphism f : F (S1) → F (S2) is an equivalence of
categories.

Proof. It is easy to see that F is a functor. In order to show that F is an equivalence we will prove
that it has a semi-inverse, i.e., a functor G : C → C̃ such that FG and GF are naturally isomorphic
to IdC and IdC̃ respectively.

Define G : C → C̃ as the functor that sends an object X 6= IC to the unitary sequence (X) ∈ S,

IC to ∅, and sends the morphism X
f
−→ Y to the corresponding morphism (X)

f
−→ (Y ) of unitary

sequences.
It is clear that FG = IdC . By the definition of morphisms in C̃, given two sequences S, S′, a

morphism S
f
−→ S′ is a morphism in C from F (S) to F (S′). Still by the definition of morphisms in C̃,

the identity F (S) is an element of C̃((F (S), S) since the morphisms from (F (S)) = GF (S) to S are, by
definition, the morphisms from F (GF (S)) = (FG)(F (S)) = F (S) to F (S). Therefore the collection
of morphisms {F (S) : GF (S) → S;S ∈ S} defines a natural isomorphism from GF to IdC̃ .

The concatenation of sequences induces a monoidal structure on C̃. This is already defined on the
level of objects, and on morphisms the “tensor product” is obtained via a natural isomorphism

φ : F ( )⊗ F ( ) → F ( ∗ )

which will be defined for pairs (S, S′) recursively on the length of S′.
For the empty sequence we define

φ∅,S = lS , φS,∅ = rS .

For S′ = (X), X an object of C, define

φS,(X) = F (S)⊗X

which makes sense because F (S ∗ (X)) = F (S)⊗X.
If φS,S′ is defined and X is an object of C, define

φS,S′∗(X) = (φS,S′ ⊗X) ◦ a−1
F (S),F (S′),X , (1.10)

i.e., φS,S′∗X is defined in such a manner that the diagram below commutes (remember that F (S′ ∗
(X)) = F (S′)⊗X.

F (S)⊗ F (S′ ∗ (X))

a−1

��

φS,S′∗(X) // F (S ∗ S′ ∗X)

(F (S) ⊗ F (S′))⊗X
φS,S′⊗X

// F (S ∗ S′)⊗X

By induction, φS,S′ is defined for every pair (S, S′) of sequences.
φ is natural on S and, by induction, on S′, since it is built up from natural isomorphisms. Now

we can define the tensor product of two morphisms f : S → T , f ′ : S′ → T ′ of C̃ by

f ∗ f ′ = φT,T ′(f ⊗ f ′)φ−1
S,S′ . (1.11)

Proposition 1.18. C̃ is a strict monoidal category.

Finally, we will see that F : C̃ → C is a monoidal functor.
The monoidal structure is given by the natural isomorphism φ and by φ0 = I.
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Lemma 1.19. If S, S′, S′′ are objects of C then

φS,S′∗S′′ ◦ (S ⊗ φS′,S′′) ◦ aF (S),F (S′),F (S′′) = φS∗S′,S′′ ◦ (φS,S′ ⊗ S′′). (1.12)

i.e., the diagram below commutes.

(F (S)⊗ F (S′))⊗ F (S′′)
a //

φS,S′⊗F (S′′)

��

F (S)⊗ (F (S′)⊗ F (S′′))

F (S)⊗φS′,S′′

��
(F (S ∗ S′))⊗ F (S′′)

φS∗S′,S′′

��

F (S)⊗ (F (S′ ∗ S′′))

φS,S′∗S′′

��
F (S ∗ S′ ∗ S′′) F (S ∗ S′ ∗ S′′)

Proof. The proof will be done by induction on the length of S′′. First, if S′′ = ∅ then

φS,S′ ◦ (S ⊗ φS′,∅) ◦ aF (S),F (S′),I

= φS,S′ ◦ (F (S) ⊗ rF (S′)) ◦ aF (S),F (S′),I

by the definition of φS′,∅. By Proposition 1.8, the diagram below commutes

(F (S)⊗ F (S′))⊗ I
aF (S),F (S′),I //

r(F (S)⊗F (S′) ))❙❙❙
❙❙❙

❙❙❙
❙❙❙

❙❙
F (S)⊗ (F (S′)⊗ I)

F (S)⊗rF (S′)uu❦❦❦❦
❦❦❦

❦❦❦
❦❦❦

❦

F (S)⊗ F (S′)

and therefore

φS,S′ ◦ (F (S)⊗ rF (S′)) ◦ aF (S),F (S′),I = φS,S′ ◦ r(F (S)⊗F (S′).

Since r is a natural isomorphism, we also have the commutative diagram

(F (S) ⊗ F (S′))⊗ I

φ

��

r(F (S)⊗F (S′)

// F (S)⊗ F (S′)

φ

��
F (S ∗ S′)⊗ I rF (S∗S′)

// F (S ∗ S′)

and it follows that

φS,S′ ◦ r(F (S)⊗F (S′) = rF (S∗S′)(φS,S′ ⊗ I)

= φS∗S′,∅ ◦ (φS,S′ ⊗ I).

thus showing that Equation(1.12) holds for the triple (S, S′,∅).
Assume that (1.12) holds for (S, S′, S′′), and let us show that it holds for (S, S′, S′′ ∗ (X)), for any

object X in C, i.e., we will show that

φS,S′∗S′′∗(X) ◦ (S ⊗ φS′,S′′∗(X)) ◦ aF (S),F (S′),F (S′′∗(X))

= φS∗S′,S′′∗(X) ◦ (φS,S′ ⊗ S′′ ∗ (X)). (1.13)

The idea for the proof is to “move parentheses to the left” until we obtain the LHS of the induction
hypothesis tensored by X. The diagram below contains the first part of the proof. Keeping the top
and bottom vertices fixed, we’re going to move from right to left.
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(F (S)⊗ F (S′))⊗ F (S′′
∗ (X))

a

++❲❲❲❲
❲❲❲❲

❲❲❲❲
❲❲❲❲

❲❲❲❲
a−1

ss❣❣❣❣❣
❣❣❣❣

❣❣❣❣
❣❣❣❣

❣❣❣

((F (S)⊗ F (S′))⊗ F (S′′))⊗X

a⊗X

��

F (S)⊗ (F (S′)⊗ F (S′′
∗ (X)))

F (S)⊗φ

��

F (S)⊗a−1

ss❣❣❣❣❣
❣❣❣❣

❣❣❣❣
❣❣❣❣

❣❣❣

F (S)⊗ ((F (S′)⊗ F (S′′)⊗X)

a−1

ss❣❣❣❣❣
❣❣❣❣

❣❣❣❣
❣❣❣❣

❣❣❣
F (S)⊗(φ⊗X)

++❲❲❲❲
❲❲❲❲

❲❲❲❲
❲❲❲❲

❲❲❲❲

(F (S)⊗ (F (S′)⊗ F (S′′)))⊗X

(F (S)⊗φ)⊗X ++❲❲❲❲
❲❲❲❲

❲❲❲❲
❲❲❲❲

❲❲❲❲
F (S)⊗ F (S′

∗ S
′′
∗ S ∗ (X))

a−1

ss❣❣❣❣❣
❣❣❣❣

❣❣❣❣
❣❣❣❣

❣❣❣

φ

��

(F (S)⊗ F (S′
∗ S

′′))⊗X

φ⊗X ++❲❲❲❲
❲❲❲❲

❲❲❲❲
❲❲❲❲

❲❲❲❲

F (S ∗ S
′
∗ S

′′
∗ (X))

To begin with, the recursive definition of φS,S′∗S′′∗(X) yields

φS,S′∗S′′∗(X) ◦ (S ⊗ φS′,S′′∗(X)) ◦ aF (S),F (S′),F (S′′∗(X)) =

= (φS,S′∗S′′ ⊗X)a−1
F (S),F (S′∗S′′),X(S ⊗ φS′,S′′ ⊗ S)

(S ⊗ a−1
F (S′),F (S′′),X)aF (S),F (S′),F (S′′∗(X))

The naturality of a : ( ⊗ ) ⊗ → ⊗ ( ⊗ ) implies the commutativity of the square in the next
diagram:

F (S)⊗ ((F (S′)⊗ F (S′′))⊗X)
F (S)⊗(φ⊗X) //

a−1

��

F (S)⊗ (F (S′ ∗ S′′)⊗X)

a−1

��
(F (S) ⊗ ((F (S′)⊗ F (S′′))⊗X

(F (S)⊗φ)⊗X
// (F (S) ⊗ F (S′ ∗ S′′)⊗X

Using this diagram and then using the pentagon axiom applied to the quadruple (F (S), F (S′), F (S′′),X),
we get

= (φS,S′∗S′′ ⊗X)a−1
F (S),F (S′∗S′′),X(S ⊗ φS′,S′′ ⊗ S)

(S ⊗ aF (S′),F (S′′),X)aF (S),F (S′),F (S′′∗(X)) =

= (φS,S′∗S′′ ⊗X)(S ⊗ φS′,S′′ ⊗ S)aF (S),F (S′)⊗F (S′′),X(S ⊗ a−1
F (S′),F (S′′),X)a

−1
F (S),F (S′),F (S′′)⊗X

= (φS,S′∗S′′ ⊗X)(S ⊗ φS′,S′′ ⊗X)(aF (S),F (S′),F (S′′)⊗Xa
−1
F (S)⊗F (S′),F (S′′),X

= ([φS,S′∗S′′(S ⊗ φS′,S′′)aF (S),F (S′),F (S′′)]⊗X)a−1
F (S)⊗F (S′),F (S′′),X

and we are already at the left side of the diagram.
To finish the proof we will again move from right to left in the next diagram below, keeping the

top left and bottom right vertices “fixed”. Note that the rightmost path from top to bottom is the
leftmost path in the previous diagram.

(F (S)⊗ F (S′))⊗ F (S′′
∗ (X))

φ⊗(F (S′′)⊗X)

��

a−1

// ((F (S)⊗ F (S′)⊗ F (S′′))⊗X
a⊗X //

(φ⊗F (S′′))⊗X

��

(F (S)⊗ (F (S′)⊗ F (S′′))⊗X

(F (S)⊗φ)⊗X

��
F (S ∗ S

′)⊗ F (S′′
∗ (X))

φ ++❲❲❲❲
❲❲❲❲

❲❲❲❲
❲❲❲❲

❲❲❲❲

a−1

// ((F (S ∗ S
′)⊗ F (S′′))⊗X

φ⊗X

��

(F (S)⊗ (F (S′
∗ S

′′))⊗X

φ⊗X

��
F (S ∗ S

′
∗ S

′′
∗ (X)) F (S ∗ S

′
∗ S

′′
∗ (X))
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By the induction hypothesis, we have

(φS∗S′,S′′(φS,S′ ⊗ S′′ ⊗X))a−1
F (S)⊗F (S′),F (S′′),X

= (φS∗S′,S′′ ⊗X)((φS,S′ ⊗ S′′ ⊗X))a−1
F (S)⊗F (S′),F (S′′),X

and then, by naturality of the associator and the definition of φS∗S′,S′′∗(X), it follows that

(φS∗S′,S′′ ⊗X)((φS,S′ ⊗ S′′ ⊗X))a−1
F (S)⊗F (S′),F (S′′),X

= (φS∗S′,S′′ ⊗X)a−1
F (S∗S′),F (S′′),X(φS,S′ ⊗ S′′ ⊗X)

= φS∗S′,S′′∗(X)(φS,S′ ⊗ S′′ ∗ (X)).

Theorem 1.20. The categories C̃ and C are monoidally equivalent via a strict monoidal functor.

Proof. In fact, in Lemma 1.19 we’ve proved that (F, φ, I) is a strict monoidal functor from C̃ to C. It
can be proved that G is also a strict monoidal functor. By the proof of Proposition 1.17, F : C̃ → C
is an equivalence with quasi-inverse G.

As a corollary, we can state an informal version of Mac Lane’s Coherence Theorem: Given objects
X1, . . . ,Xn in a monoidal category C, any isomorphism between two bracketings of

X1 ⊗X2 · · · ⊗Xn

which is obtained from concatenating and tensoring a, l, r, and the identities is the same.
In fact, this statement is obviously true when C is a strict monoidal category; since we have seen

that any monoidal category is monoidally equivalent to a strict one, the claim holds in any monoidal
category.

1.4 Algebras and Coalgebras in a Monoidal Category

The concept of monoidal category allows us to unify several algebraic structures as different instances
of the same notion, that of an algebra object in a monoidal category.

Definition 1.21. Let (C,⊗, I) be a monoidal category. An algebra object in C, or simply an
algebra in C, is a triple (A,µ, η) consisting of an object A, a morphism µ : A ⊗ A → A and a
morphism η : I → A such that the following diagrams are commutative:

(A⊗A)⊗A
a //

µ⊗A

��

A⊗ (A⊗A)
A⊗µ // A⊗A

µ

��
A⊗A µ

// A

(1.14)

A⊗A

µ

��

I ⊗A

η⊗I
::ttttttttt

l
%%❏

❏❏
❏❏

❏❏
❏❏

❏
A⊗ I

I⊗η
ee❏❏❏❏❏❏❏❏❏

r
yytt
tt
tt
tt
tt

A

(1.15)

The morphism µ is called the product of multiplication of the algebra object A, and η is called the
unit of A.
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Remark 1.22. When a morphism µ : A⊗A→ A satisfies (1.14) one says that µ is associative; the
second diagram is known as the unit axiom. Usually the objects (A⊗A)⊗ A and A⊗ (A⊗A) are
identified via the associator a and (1.14) is rewritten as

A⊗A⊗A

µ⊗A
��

A⊗µ // A⊗A

µ

��
A⊗A µ

// A

(1.16)

Example 1.23. In the category Vectk the algebra objects are exactly the (unital) k-algebras.
If A = (A,µ, I) is an algebra object in Vectk then A is a k-vector space with a multiplication

(a, b) 7→ a⊗ b 7→ µ(a⊗ b)

which is k-bilinear, and associativity follows from (1.14). If we define 1A = η(1) then it follows from
(1.15) that

(1Aa) = (a1A) = A

for every a ∈ A.
Conversely, if A = (A,m, 1A) is a unital algebra then the map (a, b) 7→ ab = m(a, b) is k-bilinear

and therefore there exists a unique linear map µ : A⊗A→ A such that

µ(a⊗ b) = ab.

Since m is associative, the first diagram (1.14) commutes. The unit map is given by η : k → A,
1 7→ 1A. It follows that the second diagram (1.15) is also commutative.

Example 1.24. The unit object of a monoidal category C is an algebra object. Remember from
Proposition 1.9 that lI = rI ; define µ = lI = rI and η = I. Then, from the definition of unit (1.2),

µ(I ⊗ µ)a = µ(I ⊗ rI)a = µ(lI ⊗ I) = µ(µ⊗ I),

which proves (1.14), and (1.15) is straightforward.

Example 1.25. Let R be a ring and let C be the monoidal category C = (RM,×, 0). Every R-module
has a unique structure of algebra object in C. In fact, if A = (A,µ, η) is an algebra in C, the unit map
η is the zero map 0 → A (since this is the only morphism from 0 to A in C). The diagram 1.15 says
that

a = lA(0, a) = µ(η,A)(0, a) = µ(0, a),

a = rA(a, 0) = µ(A, η)(a, 0) = µ(a, 0),

and since µ is R-linear we have

µ(a, b) = µ(a, 0) + µ(0, b) = a+ b.

Hence µ : A×A→ A is just the sum operation of A.
Conversely, if M is an R-module it is easy to check that (M, +, 0 →M) is an algebra in C.

Example 1.26. Let G be a group and consider the monoidal category VectGk of G-graded vector
spaces. If (A,µ, η) is an algebra in VectGk , let A = ⊕r∈GAr be its G-grading.

The forgetful functor from VectGk to Vectk is clearly a strict monoidal functor; therefore, if (A,µ, η)
is an algebra in VectGk then its image in Vectk, which consists of the same triple but forgetting about
the G-grading, is an algebra in Vectk, i.e., A is a k-algebra.
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Morphisms in VectGk are k-linear maps that preserve degree; since µ : A ⊗ A → A is a morphism
in VectGk , it follows that for any r, s in G one has

ArAs = µ(Ar ⊗As) ⊂ Ars.

In other words, A is a G-graded algebra. Conversely, it can be shown that every G-graded k-algebra
corresponds to an algebra object in VectGk .

Example 1.27. An algebra object in the monoidal category of Sets, (Set,×, {∗}), is the same thing
as a monoid (a semigroup with neutral element).

Definition 1.28. Let A = (A,µA, ηA) and B = (B,µB , ηB) be algebra objects in the monoidal
category C. A morphism of algebra objects f : A → B is a morphism in C such that the following
diagrams commute.

A⊗A
f⊗f //

µA
��

B ⊗B

µB
��

A
f // B

A
f // B

k

ηA

OO
ηB

??⑦⑦⑦⑦⑦⑦⑦⑦

Example 1.29. The concept of morphism of algebra objects in a monoidal category specializes to
the usual definitions of morphisms of algebras, monoids, graded algebras, etc.

1. A morphism of algebras in Vectk is exactly a mophism of unital k-algebras. In fact, if f : A→ B
is a morphism of algebras in Vectk then

f(a)f(b) = µB(f ⊗ f)(a⊗ b) = fµA(a⊗ b) = f(ab)

and
f(1A) = fηA(1) = ηB(1) = 1B .

2. By the same token, a morphism of algebra objects in Set is the same as a morphism of monoids.

3. A morphism in VectGk is a linear map that preserves degree. Therefore, a morphism of algebra
objects in VectGk is a morphism of G-graded algebras.

Dualizing Definition 1.21 we arrive at the definition of a coalgebra.

Definition 1.30. Let (C,⊗, I) be a monoidal category. A coalgebra object in C, or simply a
coalgebra in C, is a triple (C,∆, ǫ) consisting of an object C, a morphism ∆ : C → C ⊗ C and a
morphism ǫ : C → I such that the following diagrams are commutative:

C

∆
��

∆ // C ⊗ C

∆⊗C
��

C ⊗ C
C⊗∆

// C ⊗ (C ⊗ C)
a−1

// (C ⊗ C)⊗ C

(1.17)

C

∆

��

l−1

yyttt
tt
tt
tt
t

r−1

%%❏❏
❏❏

❏❏
❏❏

❏❏

I ⊗ C C ⊗ I

C ⊗ C
ǫ⊗C

ee❏❏❏❏❏❏❏❏❏ C⊗ǫ

99ttttttttt

(1.18)

The morphism ∆ is called the coproduct or comultiplication of the coalgebra object C, and ǫ is called
the counit of C.
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Remark 1.31. A morphism ∆ : C → C ⊗ C is coassociative if it satisfies (1.17). The second
diagram is called the counit axiom.

As in the previous case of algebra objects, one usually identifies C ⊗ (C ⊗ C) with (C ⊗ C) ⊗ C
via a−1 in the definition of coalgebra object. The coassociativity diagram is then rewritten as

C

∆
��

∆ // C ⊗ C

∆⊗C
��

C ⊗C
C⊗∆

// C ⊗ C ⊗ C

(1.19)

Example 1.32. Let V be a vector space and choose a basis B of V . Define ∆ : V → V ⊗ V and
ǫ : B → k∗ by ∆(b) = b ⊗ b and ǫ(b) = 1 for every b ∈ B. Then it is easily seen that (V,∆, ε) is a
coalgebra in Vectk.

A particular case of this construction is the coalgebra structure on the base field k given by
∆(1) = 1⊗ 1 and ǫ(1) = 1.

Example 1.33. The unit object of a monoidal category has a canonical structure of coalgebra object:
∆ = l−1

I = r−1
I (cf. Proposition 1.9) and ǫ = I.

Example 1.34. In the monoidal category (Set,×, {∗}), every object has a unique structure of coal-
gebra. If (C,∆, ǫ) is a coalgebra in Set then ǫ is the unique function C → {∗}, and ∆ is also uniquely
determined by 1.18 because of the universal property of the product C×C. In fact, if ∆(x) = (x′, x′′),
using the first half of
refeqn.axiom.counit.coalgebra we obtain

(∗, x′′) = (ǫ, C)∆(x) = l−1(x) = (∗, x)

and therefore x′′ = x. The other half implies that x′ = x, hence ∆(x) = (x, x) for every x ∈ C.
Conversely, every set X is a coalgebra with ǫ and ∆ given by ǫ(x) = ∗ and ∆(x) = (x, x).

Remark 1.35. The same arguments of the previous example show that if C is a monoidal category
where the “tensor product” is a product, in the categorical sense, and the unit is a final object (the
product of the empty family), then every object is a coalgebra object in a unique way.

Example 1.36. The divided power coalgebra is the vector space D with basis {xn |n ∈ N} with
the linear maps

∆(xn) =
n∑

i=0

xi ⊗ xn−i, ǫ(xn) = δn,0.

In fact, it is clear that (1.18) holds. For the coassociativity, note that ∆(xn) =
∑

k+l=n xk ⊗ xl;
rearranging the sum

∑
i+j+l=n xi ⊗ xj ⊗ xl we then obtain

∑

i+j+l=n

xi ⊗ xj ⊗ xl =
∑

k+l=n


 ∑

i+j=k

xi ⊗ xj


⊗ xl =

∑

k+l=n

∆(xk)⊗ xl = (∆⊗D)∆(xn)

and

∑

i+j+l=n

xi ⊗ xj ⊗ xl =
∑

k+l=n

xk ⊗

(∑

s+t=l

xs ⊗ xt

)
=
∑

k+l=n

xk ⊗∆(xl) = (D ⊗∆)∆(xn)

and it follows that ∆ is coassociative.
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Definition 1.37. Let C = (C,∆C , ǫC) and D = (D,∆D, ǫD) be coalgebra objects in the monoidal
category (C,⊗, I). A morphism of coalgebra objects f : C → D is a morphism in C such that the
diagrams below commute:

C
f //

∆C

��

D

∆D

��
C ⊗ C

f⊗f // D ⊗D

C
f //

ǫC
��

D
ǫD

~~⑦⑦
⑦⑦
⑦⑦
⑦⑦

k

A motivation for considering coalgebras comes from the algebra of functions on a monoid.

Example 1.38. Let k be a field and consider the contravariant functor from the category Set to the
category Alg

k
of k-algebras that sends a set X to the algebra kX of k-valued functions on X, and

sends a function f : X → Y to the algebra morphism f∗ : kY → kY , g ∈ kY 7→ gf ∈ kX .

If S is a finite monoid then one obtains more structure on kS . Let θ : k∗ → k be the canonical
isomorphism t 7→ t(1); let {pr; r ∈ S} be the canonical basis of S, defined by pr(s) = δr,s, and let
ψ : kS ⊗ kS → kS×S be the linear isomorphism that sends pr ⊗ ps to the function ψ(pr ⊗ ps)(x, y) =
pr(x)ps(y).

Using the presentation of S as an algebra object (S, µ, η) in Set, consider the functions ǫ = t−1◦η∗ :
kS → k and ∆ = ψ−1 ◦µ∗ : kS → kS ⊗ kS . Then the commutativity of the diagrams (1.14) and (1.15)
and the fact that X 7→ kX is a contravariant functor imply the commutativity of the diagrams (1.17)
and (1.18) that define a coalgebra, thus showing that (kS ,∆, ǫ) is a coalgebra.

Calculating ∆ and ǫ with respect to the basis {pr; r ∈ S}, we obtain

∆(pr) =
∑

xy=r

px ⊗ py, ǫ(pr) = δr,e

(where e is the neutral element of the monoid S).

In this last example, the structures of algebra and coalgebra are compatible in the sense that ∆
and ǫ are morphisms of algebras, and µ and η are morphisms of coalgebras. This is a first example of
a bialgebra, which will be the topic of the next Chapter.

We may also consider left and right modules over an algebra object. We will give the definition as
if the category were strict, for it is clear where the associator must be placed, if necessary.

Definition 1.39. Let C = (C,⊗, I) be a monoidal category and let A = (A,µ, η) be an algebra object
in C. A left module over A is a pair (M,α), where M is a object of C and α : A ⊗M → M is a
morphism of C such that

A⊗A⊗M
A⊗α //

µ⊗M
��

A⊗M

α

��
A⊗M α

//M

A⊗M
α //M

I ⊗M

η⊗M

OO

lM

;;✈✈✈✈✈✈✈✈✈

Right A-modules are defined in an analogous manner.

Definition 1.40. Let A be an algebra object in C and let (M,αM ), (N,αN ) be left A-modules. A
morphism f :M → N in C is a morphism of A-modules if the diagram below commutes.

A⊗M
A⊗f //

αM

��

A⊗N

αN

��
M

f
// N
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As expected, if A is a k-algebra then a left A-module in Vectk is the same thing as a usual left
A-module. The next example is also simple but less obvious.

Example 1.41. Let S = (S, µ, η) be an algebra object in Set, i.e., a monoid; then a structure of left
S-module on a set X is the same as a left action of S on X.

If we begin with a left S-module X = (X,α), then define a map Φ : S → End(X) by Φ(s)(x) =
α(s, x). Then

Φ(st)(x) = α(µ(s, t), x) = α(µ, S)(s, t, x) = α(S, α)(s, t, x) = α(s, α(t, x)) = Φ(s)(Φ(t)(x))

and thus Φ is a left action. Conversely, if X is an S-set via a morphism of monoids Φ : S → End(X)
then α(s, x) = Φ(s)(x) defines a structure of left S-module on X.

As before, we may consider the dual definitions.

Definition 1.42. Let C = (C,∆, ǫ) be a coalgebra object in a monoidal category C. A right C-

comodule is a pair (M,ρ) where M is an object in C and ρ : M → M ⊗ C is a morphism in C such
that the following diagrams commute.

M
ρ //

ρ

��

M ⊗ C

M⊗∆
��

M ⊗ C
ρ⊗C //M ⊗ C ⊗ C

M
l−1
M //

ρ

��

M ⊗ I

M ⊗ C
M⊗ǫ

99ssssssssss

Definition 1.43. Let C be a coalgebra object in C and let (M,ρM ), (N, ρN ) be two right C-comodules.
A morphism ρ :M → N in C is a morphism of comodules if the diagram commutes:

M
f //

ρM
��

N

ρN
��

M ⊗ C
f⊗C

// N ⊗ C

Example 1.44. Consider the k-vector space kZ generated by Z, which is a coalgebra via

∆(n) = n⊗ n, ε(n) = 1

for all n ∈ Z (as in Example 1.32). Then a right kZ-comodule is the same as a Z-graded vector space.
If V is a vector space with a Z-grading and v =

∑
n vn ∈ V , define ρ(v) =

∑
n vn ⊗ n. In

other words, this map sends a homogeneous element v to the element v⊗deg(v). It is easy to see that
ρ : V → V ⊗kZ is a right comodule over the coalgebra kZ. Conversely, if (V, ρ) is a right kZ-comodule,
the Z-grading of V comes from defining Vn = ρ−1(n): given a vector v ∈ V one has

ρ(v) =
∑

m

vm ⊗m

and by the second diagram we get

v ⊗ 1 = (M ⊗ ǫ)ρ(v) =
∑

m

vm ⊗ ǫ(m) = (
∑

m

vm)⊗ 1

and therefore v =
∑

m vm. Now, using the first diagram in the definition of comodule we get

∑

m

vm ⊗m⊗m = (M ⊗∆)ρ(v) = (ρ⊗M)ρ(v) =
∑

m

ρ(vm)⊗m.
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If the functionals fn : kZ → k are defined by fn(m) = δn,m, for each m,n in Z, then applying M ⊗ fn
to the previous equations we conclude that ρ(vm) = vm ⊗m for each vm. Therefore v ∈

∑
vm 6=0 Vm,

and V =
∑

m Vm. This sum is direct: if

um1 + · · ·+ umk
= 0

for m1, . . . ,mk ∈ Z then

0 = ρ(um1 + · · ·+ umk
) = um1 ⊗m1 + · · · + umk

⊗mk

from which follows that um1 = · · · = umk
= 0.

Example 1.45. If G is a group, analogous arguments of the last example show that a right kG-
comodule is the same as a G-graded vector space.
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Chapter 2

Bialgebras and Hopf Algebras

2.1 Braided monoidal categories

As we have seen in the previous chapter, in any monoidal category there can be algebra objects and
coalgebras objects. It happens even that some objects in a monoidal category have both structures,
that is, it is at the same time an algebra and a coalgebra. In this chapter, we are going to study
objects in which both structures exist in such a way that they are compatible. More specifically,
suppose that an object B in a monoidal category (C,⊗, I) is both an algebra and a coalgebra object in
this category. The there are four morphisms, (µ : B⊗B → B, η : I → B,∆ : B → B⊗B, ǫ : B → I),
such that (B,µ, η) is an algebra an (B,∆, ǫ) is a coalgebra. In order to say that these two structures
are compatible, one should expect at least that the comultiplication ∆ : B → B ⊗ B and the counit
ǫ : B → I are morphisms of algebras, whereas the multiplication µ : B ⊗ B → B and the unit
η : I → B are morphisms of coalgebras. The unit object IC has naturally a structure of algebra,
(I, µ = lI = rI , η = I), and a structure of coalgebra, (I,∆ = l−1

I = r−1
I , ǫ = I). The main technical

difficulty is to define an algebra structure on the tensor product of two algebras and a coalgebra
structure on the tensor product of two coalgebras. This is not possible to do in any monoidal category,
the category must also be braided.

Definition 2.1. A monoidal category (C,⊗, I) is a braided monoidal category if there is a natural
isomorphism σ : ⊗ ⇒ ⊗τ , where τ : C×C → C×C is the flip functor defined as τ(M,N) = (N,M). The
naturality means that for every pair of objects M,N ∈ C there is an isomorphism σM,N : M ⊗N →
N ⊗ M such that the following square commutes for every pair of morphisms f : M → M ′ and
g : N → N ′

M ⊗N
σM,N //

f⊗g

��

N ⊗M

g⊗f

��
M ′ ⊗N ′

σM′,N′
// N ′ ⊗M ′
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Moreover, the following commutativity axioms have to be satisfied

(M ⊗N)⊗ P
aM,N,P //

σM,N⊗P

��

M ⊗ (N ⊗ P )

σM,(N⊗P )

��

M ⊗ (N ⊗ P )
a−1
M,N,P //

M⊗σN,P

��

(M ⊗N)⊗ P

σ(M⊗N),P

��
(N ⊗M)⊗ P

aN,M,P

��

(N ⊗ P )⊗M

aN,P,M

��

M ⊗ (P ⊗N)

a−1
M,P,N

��

P ⊗ (M ⊗N)

a−1
P,M,N

��
N ⊗ (M ⊗ P )

N⊗σM,P // N ⊗ (P ⊗M) (M ⊗ P )⊗N
σM,P⊗N

// (P ⊗M)⊗N

A braided monoidal category (C,⊗, I, σ) is symmetric if for any pair of objects M,N ∈ C we have
σN,M ◦ σM,N =M ⊗N

As examples of braided monoidal categories, we have

Example 2.2. The monoidal category (Vectk,⊗, k) of vector spaces over a field k is naturally braided
with the flip morphism τV,W : V⊗W → W⊗V given by τ(v⊗w) = w⊗v. This category is symmetric.

Example 2.3. The monoidal category (Set,×, {∗}) is braided with the flip map τX,Y : X×Y → Y ×X,
given by τ(x, y) = (y, x). This category is also symmetric.

Example 2.4. As an example of a non-symmetric braided monoidal category, let us consider the
category of crossed G sets. Given a group G, a crossed G set is a triple (X,α, | |) in which X is a set,
α : G×X → X is a left action of G on X and | | is a map | | : X → G satisfying

|αg(x)| = g|x|g−1.

A morphism between the crossed G sets X = (X,α, | |) and Y = (Y, β, ‖ ‖) is a function f : X → Y
such that for every g ∈ G and x ∈ X,

f(αg(x)) = βg(f(x)), ‖f(x)‖ = |x|.

The category of crossed G sets is denoted by X(G), which is a monoidal category with tensor product
between X = (X,α, | |) and Y = (Y, β, ‖ ‖) given by

X ⊗ Y = (X × Y, α× β, | |2),

where |(x, y)|2 = |x|‖y‖, and (α × β)g(x, y) = (αg(x), βg(y)). The unit object is given by I =
({∗}, {∗}, | |0), with | ∗ |0 = e. This category is strict, because the tensor product of an arbitrary
number of objects can be built straightforwardly from the cartesian product among the underlying
sets. The braiding in the category of crossed G sets is given by the family of maps

σX,Y : X ⊗ Y → Y ⊗X
(x, y) 7→ (β|x|(y), x)

It is easy to see that σX,Y is a morphism of crossed G sets, indeed

σX,Y (α× β)g(x, y) = σX,Y (αg(x), βg(y)) = (β|αg(x)|βg(y), αg(x))

= (βg|x|g−1βg(y), αg(x)) = (βgβ|x|(y), αg(x))

= (β × α)g(β|x|(y), x) = (β × α)gσX,Y (x, y),

and
|σX,Y (x, y)|2 = |(β|x|(y), x)|2 = ‖β|x|(y)‖|x| = |x|‖y‖|x|−1|x| = |x|‖y‖ = |(x, y)|2.
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Let us verify only one of the commutativity axioms for σ, considerX = (X,α, | |X ), Y = (Y, β, | |Y ) and
Z = (Z, γ, | |Z ), as the category is strict, we need to show only that σX,Y⊗Z = (Y ⊗ σX,Z)(σX,Y ⊗Z).
On one hand we have

σX,Y⊗Z(x, y, z) = ((β × γ)|x|X (y, z), x) = (β|x|X (y), γ|x|X (z), x).

On the other hand,

(Y ⊗ σX,Z)(σX,Y ⊗ Z)(x, y, z) = (Y ⊗ σX,Z)(β|x|X (y), x, z) = (β|x|X (y), γ|x|X (z), x),

and this concludes our proof. The other commutativity axiom is analogous. Therefore, the category
X(G) of crossed G sets is braided monoidal. It is easy to see that it is not symmetric.

2.2 Bialgebras

In a braided monoidal category, the tensor product of two algebra objects is an algebra object and
the tensor product of two coalgebra objects is a coalgebra.

Theorem 2.5. Let (C,⊗, I, σ) be a (strict) braided monoidal category.

1. If A and B are two algebra objects in C then their tensor product A⊗B is also an algebra object.

2. If C and D are two coalgebra objects in C, then their tensor product is also a coalgebra object.

Proof. (1) Define in A⊗B the multiplication and unit maps

µA⊗B = (µA ⊗ µB)(A⊗ σB,A ⊗B), ηA⊗B = ηA ⊗ ηB .

First, due to the naturality of the braiding we have the following relations

σB,A(µB ⊗A) = (A⊗ µB)σB⊗B,A

and
σB,A(B ⊗ µA) = (µA ⊗B)σB,A⊗A.

Let us verify the associativity

µA⊗B(µA⊗B ⊗A⊗B) = µA⊗B(µA ⊗ µB ⊗A⊗B)(A⊗ σB,A ⊗B ⊗A⊗B)

= (µA ⊗ µB)(A⊗ σB,A ⊗B)(µA ⊗ µB ⊗A⊗B)(A⊗ σB,A ⊗B ⊗A⊗B)

= (µA ⊗ µB)(µA ⊗A⊗ µB ⊗B)(A⊗A⊗ σB⊗B,A ⊗B)(A⊗ σB,A ⊗B ⊗A⊗B)

= (µA ⊗ µB)(A⊗ µA ⊗B ⊗ µB)(A⊗A⊗ σB,A ⊗B ⊗B)

(A⊗A⊗B ⊗ σB,A ⊗B)(A⊗ σB,A ⊗B ⊗A⊗B)

= (µA ⊗ µB)(A⊗ µA ⊗B ⊗ µB)(A⊗A⊗ σB,A ⊗B ⊗B)

(A⊗ σB,A ⊗A⊗B ⊗B)(A⊗B ⊗A⊗ σB,A ⊗B)

= (µA ⊗ µB)(A⊗ µA ⊗B ⊗ µB)(A⊗ σB,A⊗A ⊗B ⊗B)(A⊗B ⊗A⊗ σB,A ⊗B)

= (µA ⊗ µB)(A⊗ σB,A ⊗B ⊗ µB)(A⊗B ⊗ µA ⊗B ⊗B)(A⊗B ⊗A⊗ σB,A ⊗B)

= (µA ⊗ µB)(A⊗ σB,A ⊗B)(A⊗B ⊗ µA ⊗ µB)(A⊗B ⊗A⊗ σB,A ⊗B)

= µA⊗B(A⊗B ⊗ µA⊗B)

For the axiom of unit we have

µA⊗B(A⊗B ⊗ ηA⊗B) = (µA ⊗ µB)(A⊗ σB,A ⊗B)(A⊗B ⊗ ηA ⊗ ηB)

= (µA ⊗ µB)(A⊗ ηA ⊗B ⊗ ηB) = ((µA(A⊗ ηA))⊗ (µB(B ⊗ ηB)))

= A⊗B

The other side is analogous. Therefore (A⊗B,µA⊗B, ηA⊗B) is an algebra.
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Proposition 2.6. Let (C,⊗, I, σ) be a (strict) braided monoidal category and let (B,µ, η,∆, ǫ) be an
object in C which is, simultaneously, an algebra object and a coalgebra object. Then the following
affirmatives are equivalent:

(a) The maps ∆ and ǫ are morphisms of algebras.

(b) The maps µ and η are morphisms of coalgebras.

Proof. Consider the following diagram,

B ⊗B
µ //

∆⊗∆

��

B
∆ // B ⊗B

B ⊗B ⊗B ⊗B
B⊗σB,B⊗B

// B ⊗B ⊗B ⊗B

µ⊗µ

OO

This diagram can be read in two alternative ways, either as

∆ ◦ µ = µB⊗B ◦ (∆⊗∆), (2.1)

meaning that ∆ is multiplicative, or as

∆ ◦ µ = (µ ⊗ µ) ◦∆B⊗B, (2.2)

meaning that µ is comultiplicative.
For the units and counits, let us recall that µI = lI = rI , ∆I = l−1

I = r−1
I and ηI = ǫI = I. We are

assuming that the monoidal category is strict, this implies that lI and rI can be viewed as identities.
Consider the following diagrams

I
∆I //

η

��

I ⊗ I

η⊗η

��

B ⊗B
µ //

ǫ⊗ǫ

��

A

ǫ

��
B

∆ // B ⊗B I ⊗ I
µI // I

I
I //

η

��❄
❄❄

❄❄
❄❄

❄❄
❄❄

❄❄
❄ I

B

ǫ

??⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧

The first can be read either as the map ∆ is unital or as the map η is comultiplicative. The second
interchanges the roles of the multiplication map µ as a counital map or the counit ǫ as a multiplicative
map. The third puts in the same footing the unit and the counit, one preserving the other. Putting
all these informations together, we obtain the stated equivalence.

Definition 2.7. A bialgebra in a monoidal category is an object B which is at the same time an
algebra object and a coalgebra object, and the comultiplication and counit maps are morphisms of
algebras.

Definition 2.8. A bialgebra morphism between two bialgebras A and B in a braided monoidal
category C is a morphism f ∈ C(A,B) which is at the same time a morphism of algebras and a
morphism of coalgebras.
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Remark 2.9. In the category of k vector spaces, Vectk, we usually denote the multiplication map on
an algebra A as

µ(
n∑

i=1

ai ⊗ bi) =
n∑

i=1

aibi

and the unit map as η(λ) = λ1A, for λ ∈ k. In the category of sets we denote the multiplication on
an algebra object A (a monoid) by µ(a, b) = ab and the unit η(∗) = 1.

Example 2.10. In the category of sets, (Set,×, {∗}, τ), every object is a coalgebra object with ∆
being the diagonal map and ǫ being the unique morphism onto the singleton. The algebra objects are
the monoids. Due to the fact that the braiding in Set is the flip map, then the monoid structure on
the cartesian product of monoids is the direct product structure, that is, if M and N , the set M ×N
is a monoid with multiplication (x, y)(x′, y′) = (xx′, yy′) and unit 1 = (1, 1). Therefore it is easy to
see that every monoid is a bialgebra in Set.

Example 2.11. In the category of crossed G sets, (X(G),×, {∗}, σ), the algebra objects are monoids
X, such that the action of the group G is given by automorphisms of X and the map | | : X → G
is also multiplicative with |1X | = e. The coalgebra objects, with the comultiplication given by the
diagonal map are the objects (X,α, | |) such that |x| = e for all x ∈ X, this is because the map ∆
must be a morphism of crossed G sets between X and X ×X, then |x|2 = |(x, x)|2 = |x|. In this case,
X is automatically a bialgebra, indeed, let us verify that ∆ is multiplicative

(µ× µ)∆X×X(x, y) = (µ× µ)(X × σX,X ×X)(∆ ×∆)(x, y)

= (µ× µ)(X × σX,X ×X)(x, x, y, y)

= (µ× µ)(x, α|x|(y), x, y)

= (µ× µ)(x, αe(y), x, y)

= (µ× µ)(x, y, x, y)

= (xy, xy)

= ∆(xy) = ∆µ(x, y)

Example 2.12. In the category of vector spaces over a field k, (Vectk,⊗, k, τ). There are several well
known examples of bialgebras, some of them were already seen in these lecture notes as motivating
examples:

1. The group algebra kG of a group G, with multiplication induced by the group, the unit being
the neutral element of the group, the comultiplication given by ∆(g) = g⊗g and counit ǫ(g) = 1
for all g ∈ G.

2. The algebra R(G) of representative functions of group G. Recalling that a functionf : G→ k is
called representative if there is a representation π : G→ GL(V ) on a finite dimensional k vector
space V , a vector v ∈ V and a functional φ ∈ V ∗ such that f(g) = φ(π(g)(v)) for all g ∈ G. The
product of representative functions is done pointwise, then R(G) is commutative, and the unit
is the constant function 1(g) = 1, which is representative, because of the trivial representation
ǫ : G → k× given by ǫ(g) = 1, in this case, v = φ = 1 ∈ k. The comultiplication on a
representative function f is a function ∆(f) : G×G→ k, defined by ∆(f)(g, h) = f(gh), for all
g, h ∈ G, and the counit of f is given by ǫ(f) = f(e), where e is the neutral element of the group
G. In order to show that ∆(f) ∈ R(G) ⊗ R(G), consider the finite dimensional representation
π : G→ GL(V ), the vector v ∈ V and the functional φ ∈ V ∗ such that f(g) = φ(π(g)(v)). Take
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{ei}
n
i=1 a basis of V and {εi}ni=1 its dual basis in V ∗, then we have

∆(f)(g, h) = f(gh) = φ(π(gh)(v)) = φ(π(g)(π(h)(v)))

=
n∑

i=1

φ(π(g)eiε
i(π(h)(v))) =

n∑

i=1

φ(π(g)ei)ε
i(π(h)(v))

=

n∑

i=1

f ′i(g)f
′′
i (h)

where the functions f ′i and f ′′i are representative functions, given by f ′i(g) = φ(π(g)(ei)) and
f ′′i (g) = εi(π(g)(v)). Therefore ∆(f) =

∑n
i=1 f

′
i ⊗ f ′′i ∈ R(G) ⊗ R(G). It is straightforward to

show that the comultiplication and the counit are algebra morphisms.

3. The dual of the group algebra (kG)∗ = kG, for a finite group G, generated by the elements
{pg}g∈G, with multiplication pgph = δg,hpg, unit 1 =

∑
g∈G pg, comultiplication given by ∆(pg) =∑

hk=g ph ⊗ pk and counit ǫ(pg) = δg,e. It is easy to see that these maps define a structure of a
bialgebra on (kG)∗.

4. The universal enveloping algebra U(g) of a Lie algebra g. The comultiplication in U(g), calculated
on an element ξ = X1.X2 . . . Xn, with Xi ∈ g is given by

∆(ξ) = ξ ⊗ 1 + 1⊗ ξ +
∑

σ∈Sn,k

Xσ(1) . . . Xσ(k) ⊗Xσ(k+1) . . . Xσ(n),

where Sn,k ⊆ Sn is the set of (n, k) shuffles, that is, permutations of n elements such that
σ(1) < · · · < σ(k) and σ(k + 1) < · · · < σ(n). In particular, for ξ = X ∈ g, we have ∆(X) =
X ⊗ 1 + 1 ⊗ X. We put also ∆(1) = 1 ⊗ 1. The counit is given by ǫ(1) = 1 and ǫ(ξ) = 0
for ξ = X1 . . . Xn. It is straightforward to show that the comultiplication and the counit are
multiplicative.

5. The divided power bialgebra D = {xn |n ∈ N} with algebra structure given by

xmxn =

(
m+ n
m

)
xm+n, 1D = x0,

and coalgebra structure given by

∆(xn) =

n∑

i=0

xi ⊗ xn−i, ǫ(xn) = δn,0.

These structures define a bialgebra. Indeed, let us verify, for example that the comultiplication
is multiplicative

∆(xm)∆(xn) =

(
m∑

i=0

xi ⊗ xm−i

)


n∑

j=0

xj ⊗ xn−j




=
∑

i,j

(
i+ j
i

)
xi+j ⊗

(
m+ n− (i+ j)

m− i

)
xm+n−(i+j)

=
m+n∑

k=0

(
m∑

i=0

(
k
i

)(
m+ n− k
m− i

))
xk ⊗ xm+n−k

=

m+n∑

k=0

(
m+ n
m

)
xk ⊗ xm+n−k

= ∆

((
m+ n
m

)
xm+n

)

= ∆(xmxn)
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2.3 Bialgebras and their category of modules

There is another useful characterization of bialgebras via their categories of modules. First let us study
in detail the case of bialgebras in the category of vector spaces over a field k. Let B be a k algebra,
its module category BM is a subcategory of Vectk. We define the forgetful functor U : BM → Vectk
as the identity functor on objects and morphisms, but only keeping their underlying structure, that
is, every B module is a vector space and every morphism of B modules is a k linear map. Then, we
have the following result

Theorem 2.13. Let B be a k algebra, then B is a bialgebra over k if, and only if its category of
modules, BM is monoidal and the forgetful functor U : BM → Vectk is a strict monoidal functor.

Proof. By saying that the forgetful functor is a strict monoidal functor, we mean that the tensor
product of B modules is given by the ordinary tensor product over k of their underlying vector spaces
and that the unit object in the category BM is nothing more than the base field k, which is the unit
object of Vectk.

Suppose first that B is a bialgebra. Then there are two algebra morphisms ∆ : B → B ⊗ B and
ǫ : B → k satisfying the coassociativity and counit axioms. Let M and N be two left B modules,
define on the tensor product M ⊗N the following B module structure:

· : B ⊗M ⊗N → M ⊗N
a⊗m⊗ n 7→ a · (m⊗ n)

given by a · (m⊗ n) = (a(1) ·m)⊗ (a(2) · n). One can show that this is indeed a B module structure
on M ⊗N ,

1B · (m⊗ n) = (1B ·m)⊗ (1B · n) = m⊗ n,

and

a · (b · (m⊗ n)) = a · ((b(1) ·m)⊗ (b(2) · n))

= (a(1) · (b(1) ·m))⊗ (a(2) · (b(2) · n))

= (a(1)b(1) ·m)⊗ (a(2)b(2) · n)

= ((ab)(1) ·m)⊗ ((ab)(2) · n)

= ab · (m⊗ n).

On the base field k, we have the following B module structure:

· : B ⊗ k → k
a⊗ λ 7→ a · λ = ǫ(a)λ

Again, it is easy to see that this is a B module structure, because

1B · λ = ǫ(1B)λ = 1.λ = λ,

and
a · (b · λ) = a · (ǫ(b)λ) = ǫ(a)ǫ(b)λ = ǫ(ab)λ = ab · λ.

The associator map and the left and right unit maps are B module morphisms, indeed

a · ((m⊗ n)⊗ p) = (a(1) · (m⊗ n))⊗ (a(2) · p)

= (a(1)(1) ·m)⊗ (a(1)(2) · n)⊗ (a(2) · p)

= (a(1) ·m)⊗ (a(2)(1) · n)⊗ (a(2)(2) · p)

= (a(1) ·m)⊗ (a(2) · (n ⊗ p))

= a · (m⊗ (n ⊗ p)),
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and

a · lB(λ⊗m) = a · (λm) = λ(a ·m)

= λ(ǫ(a(1))a(2) ·m) = ǫ(a(1))λ(a(2) ·m)

= lB((a(1) · λ)⊗ (a(2) ·m)) = lB(a · (λ⊗m)),

and analogously for the right unit map rB . Therefore, BM is a monoidal category and the forgetful
functor, which sees the underlying vector space structure, is monoidal and strict.

On the other hand, consider an algebra B such that its module category BM is monoidal and
the forgetful functor is monoidal and strict. As B is a left B module by the left multiplication, then
B ⊗B ∈ BM, define the linear map

∆ : B → B ⊗B
a 7→ a · (1B ⊗ 1B)

One can easily prove that this map is a coassociative map. Indeed, denoting a · (1B ⊗ 1B) = a(1)⊗a(2)
we have

a(1) ⊗ a(2)(1) ⊗ a(2)(2) = a(1) ⊗ (a(2) · (1B ⊗ 1B))

= a · (1B ⊗ (1B ⊗ 1B))

= a · ((1B ⊗ 1B)⊗ 1B)

= (a(1) · (1B ⊗ 1B))⊗ a(2)

= a(1)(1) ⊗ a(1)(2) ⊗ a(2).

In order to verify the other properties, first, note that for any B modules M and N and elements
m ∈ M and n ∈ N we can define the maps ρm : B → M and ρn : B → N given, respectively
by ρm(a) = a · m and ρn(a) = a · n, these maps are clearly morphisms of left B modules. By
the functoriality of the tensor product, we can see that, for any m ∈ M and n ∈ N , the map
(ρm ⊗ ρn) : B ⊗B →M ⊗N given by (ρm ⊗ ρn)(a⊗ b) = a ·m⊗ b · n is a morphism of B modules as
well, then we can write

a · (m⊗ n) = a · ((ρm ⊗ ρn)(1B ⊗ 1B)) = (ρm ⊗ ρn)(a · (1B ⊗ 1B))

= (ρm ⊗ ρn)(a(1) ⊗ a(2)) = (a(1) ·m)⊗ (a(2) · n).

With these facts, we can prove that ∆ is an algebra morphism

∆(a)∆(b) = (a(1) ⊗ a(2))(b(1) ⊗ b(2)) = a(1)b(1) ⊗ a(2)b(2)

= ρb(1)(a(1))ρb(2)(a(2)) = (ρb(1) ⊗ ρb(2))(a(1) ⊗ a(2))

= (ρb(1) ⊗ ρb(2))(a · (1B ⊗ 1B)) = a · ((ρb(1) ⊗ ρb(2))(1B ⊗ 1B))

= a · (b(1) ⊗ b(2)) = a · (b · (1B ⊗ 1B))

= ab · (1B ⊗ 1B) = ∆(ab).

As k has a B module structure, define the linear map

ǫ : B → k
a 7→ a · 1

This defines a counit in B, indeed

(B ⊗ ǫ)∆(a) = a(1)ǫ(a(2)) = rB(a(1) ⊗ ǫ(a(2)))

= rB(a(1) ⊗ (a(2) · 1)) = rB((ρ1B ⊗ ρ1)(a(1) ⊗ a(2)))

= rB((ρ1B ⊗ ρ1)(a · (1B ⊗ 1B))) = rB(a · (1B ⊗ 1))

= a · rB(1B ⊗ 1) = a · 1B = a1B = a,
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and a similar proof for (ǫ⊗B)∆(a) = a. Finally, the counit is also multiplicative,

ǫ(ab) = ab · 1 = a · (b · 1) = a · (ǫ(b)) = ǫ(a)ǫ(b).

Therefore, B has a structure of a bialgebra over k.

For the case of a general braided monoidal category we have a similar result, which we will state
without proof in these notes.

Theorem 2.14. Let (C,⊗, I, σ) be a (strict) braided monoidal category and let (B,µB , ηB) be an
algebra object in this category. Suppose that I is a generator of C and that the functors X ⊗ and
⊗X preserve epimorphisms and coproducts for all X ∈ C. Then there is a bijective correspondence

between

- Monoidal structures on the module category BM such that the forgetful functor U : BM → C is
a strict monoidal functor.

- Bialgebra structures (B,µB , ηB ,∆B , ǫB) on B.

Everything which has been done so far can be made if we consider the category of right B modules
instead of the category of left B modules. There is yet another variation of the same result if we start
with a coalgebra object B on a braided monoidal category and demand that its category of left or
right comodules should be a monoidal category the forgetful functor is strict monoidal. Then we have
also a bialgebra

2.4 Hopf Algebras

In this section we will present all the constructions in the category Vectk, of vector spaces over a field
k. Let (C,∆, ǫ) be a coalgebra and (A,µ, η) be an algebra. Then the vector space Homk(C,A) of k
linear transformations from C to A has a structure of an associative algebra, namely the convolution
algebra, with product given by

f ∗ g = µ ◦ (f ⊗ g) ◦∆

and unit given by
1 = η ◦ ǫ.

If H is a bialgebra, then the vector space Endk(H) is a convolution algebra, because H is at the same
time an algebra and a coalgebra.

Definition 2.15. A bialgebra H is a Hopf algebra if the identity map is invertible in the convolution
algebra Endk(H).

Let H be a Hopf algebra and let us denote by S the inverse by convolution of the identity map.
This map is called the antipode, and the fact that S is the convolution inverse of the identity can be
written explicitly as

µ ◦ (S ⊗H) ◦∆ = η ◦ ǫ = µ ◦ (H ⊗ S) ◦∆,

or in the Sweedler notation, for h ∈ H,

S(h(1))h(2) = ǫ(h)1H = h(1)S(h(2)).

Example 2.16. The examples of bialgebras, presented in the previous chapter are also examples of
Hopf algebras:

1. The group algebra kG of a group G. The antipode is given by S(g) = g−1.
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2. The algebra R(G) of representative functions of group G. The antipode of a representative
function f is given by S(f)(g) = f(g−1). This new function is representative because of the
contragradient representation. More explicitly, given a finite dimensional representation π :
G → GL(V ), a vector v ∈ V and a functional φ ∈ V ∗ such that f(g) = φ(π(g)(v)), we consider
the contragradient representation π∗ : G → GL(V ∗) defined as (π∗(g)(φ))(v) = φ(π(g−1)(v)),
for any φ ∈ V ∗ and v ∈ V . Then we have

Sf(g) = f(g−1) = φ(π(g−1)(v)) = (π∗(g)(φ))(v) = evv(π
∗(g)(φ)).

3. The dual of the group algebra (kG)∗ = kG, for a finite group G, in this case, the antipode is
given by S(pg) = pg−1 .

4. The universal enveloping algebra U(g) of a Lie algebra g, in this algebra, the antipode is given
by S(1) = 1, S(X1 . . . Xn) = (−1)nXn . . . X1.

5. The divided power bialgebra D = {xn |n ∈ N}, in this case, the antipode has to be derived
recursively using the antipode axiom:

n∑

i=0

S(xi)xn−i = δn,0 = δn,0x0.

Then we have S(1) = S(x0) = x0 and

S(xn) = S(xn)x0 = −

n−1∑

i=0

S(xi)xn−i.

Example 2.17. In the category Set, we can also define Hopf algebra objects, which are nothing more
than groups.

There are some important properties of the antipode which are useful in calculations.

Theorem 2.18. Let (H,µ, η,∆, ǫ, S) a Hopf algebra then

(a) S(hk) = S(k)S(h), for all h, k ∈ H.

(b) ∆(S(h)) = (S ⊗ S)τ∆(h), for all h ∈ H, where τ is the flip morphism.

(c) S(1H) = 1H .

(d) ǫ(S(h)) = ǫ(h), for all h ∈ H

Proof. (a) Consider the vector space A = Homk(H⊗H,H) as H⊗H has a structure of coalgebra and
H is also an algebra, then A is a convolution algebra. Define two maps F1, F2 : H ⊗H → H given by

F1(h⊗ k) = S(hk), F2(h⊗ k) = S(k)S(h).

Let us show that both are the convolution inverse of the multiplication, on one hand we have

µ ∗ F1(h⊗ k) = µ(h(1) ⊗ k(1))F1(h(2) ⊗ k(2)) = h(1)k(1)S(h(2)k(2))

= (hk)(1)S((hk)(2)) = ǫ(hk)1H = ǫ(h)ǫ(k)1H .

On the other hand

F2 ∗ µ(h⊗ k) = F2(h(1) ⊗ k(1))µ(h(2) ⊗ k(2)) = S(k(1))S(h(1))h(2)k(2)

= S(k(1))ǫ(h)k(2) = ǫ(h)S(k(1))k(2)

= ǫ(h)ǫ(k)1H .
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By the uniqueness of the inverse, we have that F1 = F2 and this implies that S(hk) = S(k)S(h).

(b) Consider now the convolution algebra B = Homk(H,H⊗H) and two maps G1, G2 : H → H⊗H
given by

G1(h) = ∆(S(h)) = S(h)(1) ⊗ S(h)(2), G2(h) = (S ⊗ S)τ∆(h) = S(h(2))⊗ S(h(1)).

Again, the idea is to show that both maps are the convolution inverse of the comultiplication, indeed,
on one hand we have

G1 ∗∆(h) = G1(h(1))∆(h(2)) = (S(h(1))(1) ⊗ S(h(1))(2))(h(2)(1) ⊗ h(2)(2))

= S(h(1))(1)h(2)(1) ⊗ S(h(1))(2)h(2)(2) = (S(h(1))h(2))(1) ⊗ (S(h(1))h(2))(2)

= ∆(S(h(1))h(2)) = ∆(ǫ(h)1H ) = ǫ(h)(1H ⊗ 1H).

On the other hand

∆ ∗G2(h) = ∆(h(1))G2(h(2)) = (h(1) ⊗ h(2))(S(h(4))⊗ S(h(3)))

= h(1)S(h(4))⊗ h(2)S(h(3)) = h(1)S(h(3))⊗ ǫ(h(2))1H

= h(1)S(h(2))⊗ 1H = ǫ(h)(1H ⊗ 1H).

Therefore G1 = G2 which implies the equality S(h)(1) ⊗ S(h)(2) = S(h(2))⊗ S(h(1)).

(c) Consider h ∈ H, then

S(1H)h = S(1H)ǫ(h(1))h(2) = S(1H)S(h(1))h(2)h(3)

= S(h(1))h(2)h(3) = ǫ(h(1))h(2) = h.

Analogously, one can show that hS(1H) = h for all h ∈ H, then by the uniqueness of the unit, we
have S(1H ) = 1H .

(d) Finally, consider h ∈ H, then

ǫ(S(h(1)))h(2) = ǫ(S(h(1)))ǫ(h(2))h(3) = ǫ(S(h(1))h(2))h(3)

= ǫ(ǫ(h(1)1H)h(2) = ǫ(h(1))h(2) = h.

With similar calculations, one can prove that h(1)ǫ(S(h(2))) = h, then by the uniqueness of the counit,
we conclude that ǫ(S(h) = ǫ(h) for all h ∈ H.

Remark 2.19. Most of the results valid for bialgebras are automatically satisfied if these bialgebras
are Hopf algebras. An example of this fact is that any morphism of bialgebras are automatically
morphisms of Hopf algebras. More explicitly, if H and K are two Hopf algebras and f : H → K is a
bialgebra morphism, then f ◦ SH = SK ◦ f . We leave to the reader the proof of this fact.

2.5 Representation theoretic characterizations of Hopf algebras

2.5.1 Hopf algebras and rigid monoidal categories

Hopf algebras can be also characterized by properties of their categories of modules. Given a Hopf
algebra (H,µ, η,∆, ǫ), and a finite dimensional H moduleM , then it is easy to see that the dual vector
space M∗ = Homk(M,k) is also an H module by the action

· : H ⊗M∗ → M∗

h⊗ φ 7→ h · φ
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given by
(h · φ)(m) = φ(S(h) ·m)

Proposition 2.20. Let H be a k Hopf algebra and M be a finite dimensional H module. Then the
two maps, ev :M∗ ⊗M → k and coev : k →M ⊗M∗, given respectively as,

ev(φ⊗m) = φ(m) and coev(1) =
n∑

i=1

mi ⊗m∗
i ,

where {mi}
n
i=1 is a k basis on M and {m∗

i }
n
i=1 is its dual basis in M∗, are H module morphisms.

Proof. Consider m ∈M , φ ∈M∗ and h ∈ H, then

ev(h · (φ⊗m)) = ev((h(1) · φ)⊗ (h(2) ·m)) = (h(1) · φ)(h(2) ·m))

= φ(S(h(1)) · (h(2) ·m)) = φ(S(h(1))h(2) ·m)

= φ(ǫ(h)m) = ǫ(h)φ(m) = h · ev(φ⊗m),

which means that ev is an H module morphism. For the coevalutation consider h ∈ H, then

h · coev(1) = h ·

n∑

i=1

mi ⊗m∗
i =

n∑

i=1

(h(1) ·mi)⊗ (h(2) ·m
∗
i )

This element of M ⊗ M∗ can be interpreted as a k linear endomorphism in M , then applying on
m ∈M we have

(h · coev(1))(m) =

n∑

i=1

(h(1) ·mi)(h(2) ·m
∗
i )(m) =

n∑

i=1

(h(1) ·mi)m
∗
i (S(h(2)) ·m)

= h(1) · (S(h(2)) ·m) = h(1)S(h(2)) ·m

= ǫ(h)m = ǫ(h)

n∑

i=1

mim
∗
i (m)

= ǫ(h)coev(1)(m) = coev(ǫ(h)1)(m)

= coev(h · 1)(m).

Then, coev is an H module morphism.

Given a Hopf algebra H, the category of finite dimensional H modules HM
f ⊆ Vectfk is an example

of a rigid monoidal category.

Definition 2.21. An object M in a monoidal category (C,⊗, I) is called left rigid if there is an object
M∗ ∈ C and two morphisms ev : M∗ ⊗M → I and coev : I → M ⊗M∗ such that the following
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diagrams commute

M
M //

l−1
M

��

M

I ⊗M

coev⊗M

��

M ⊗ I

rM

OO

(M ⊗M∗)⊗M
a //M ⊗ (M∗ ⊗M)

M⊗ev

OO

M∗ M∗
//

r−1
M∗

��

M∗

M∗ ⊗ I

M∗⊗coev

��

I ⊗M∗

lM∗

OO

M∗ ⊗ (M ⊗M∗)
a−1

// (M∗ ⊗M)⊗M∗

ev⊗M∗

OO

A right rigid object can be defined in a symmetric way. An object is called rigid if it is both left and
right rigid. A monoidal category C is said to be left (resp. right) rigid if every object in C is left (resp.
right) rigid. Finally C is rigid if every object in C is rigid.

Remark 2.22. Note that if a monoidal category is braided, then an object is left rigid if, and only
if it is right rigid. Then if a monoidal category is braided and left or right rigid, it is automatically
rigid.

In fact there is a deeper connection between Hopf algebras and rigid monoidal categories, as stated
by the Tannaka reconstruction theorem.

Theorem 2.23. There is a bijective correspondence between the following objects:

(i) Hopf algebras over a field k.

(ii) Rigid monoidal categories C together with a strict monoidal functor U : C → Vectfk, that preserves
duals.

Under this correspondence, the category C is equivalent to the category HM
f of finite dimensional H

modules and U is the usual forgetful functor.

2.5.2 The fundamental theorem for Hopf algebras

Given a k bialgebra H, one can have H modules and H comodules as well. There are cases in which
the same vector space can have both structures, of module and comodule. Then it is interesting to
investigate when these structures of H module and H comodule are compatible, these objects are
know as Hopf modules.
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Definition 2.24. Given a k bialgebra H, a right-right H Hopf module is a vector space M which is
both a right H module, with action

· : M ⊗H → H
m⊗ h 7→ m · h

and a right H comodule, with coaction

ρ : M → M ⊗H

m 7→ ρ(m) = m(0) ⊗m(1)

satisfying the following compatibility condition:

ρ(m · h) = m(0) · h(1) ⊗m(1)h(2).

A morphism between two right-right H Hopf modules M and N is a linear map f :M → N which is
at the same time a right H module and a right H comodule morphism. The category of right-right
H Hopf modules will be denoted by MH

H .

Remark 2.25. Note that the compatibility condition for right-right H Hopf modules is equivalent to
say that the coaction ρ is a morphism of right H modules, considering the right H module structure
on M ⊗H as the standard structure on the tensor product, (m⊗ h) · k = m · k(1) ⊗ hk(2).

Obviously one can define left-left, left-right and right-left H Hopf modules, whose categories are,
respectively, denoted as, HHM, HM

H and HMH . We are moving towards a characterization of Hopf
algebras in terms of Hopf modules. For this purpose, we need to introduce another ingredient, the
co-invariant sobcomodule.

Definition 2.26. Given a k bialgebra H and a right H comodule M the co-invariant subcomodule
MCoH is the subspace MCoH = Ker(ρ−M ⊗ ηH), that is, it is the subspace

MCoH = {m ∈M | ρ(m) = m⊗ 1H}.

Lemma 2.27. There is an adjoint pair of functors

Vectk
⊗H //

MH
H

( )CoH

oo

between the category of k vector spaces and the category of right-right H Hopf modules. Moreover the
functor ⊗H is fully faithful.

Proof. We leave to the reader the verification of the functoriality of ( )CoH . The image of the functor
⊗H really is the category of right-right H Hopf modules (Hopf modules, for short). Indeed, given a k
vector spaceM , the right H module structure onM⊗H is by right multiplication, (m⊗h)·k = m⊗hk.
The right H comodule structure onM⊗H is given by ρ =M⊗∆. And given any linear transformation
f :M → N , the linear map f ⊗H is clearly a morphism of Hopf modules between M ⊗H and N ⊗H.

In order to prove that these two functors form an adjunction, one needs to construct a unit and a
counit for them. Define, for each vector space M , the linear map

νM : M → (M ⊗H)CoH

m 7→ m⊗ 1H

Also define, for each N ∈ MH
H the linear map

ζN : NCoH ⊗H → N
m⊗ h 7→ m · h
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The linear map ζN is a morphism of Hopf modules. Indeed

ζN ((m⊗ h) · k) = ζM(m⊗ hk) = m · hk = (m · h) · k = ζM (m⊗ h) · k.

and

ρ(ζM (m⊗ h)) = ρ(m · h) = (m(0) · h(1))⊗m(1)h(2) = (m · h(1))⊗ h(2)

= ζM (m⊗ h(1))⊗ h(2) = (ζM ⊗H)ρ(m⊗ h).

We leave to the reader the verification that ν and ζ are natural (see definition A.1 in Appendix
A). In order to see that this pair of functors define an adjunction, that is, the natural transformation
ν is a unit and the natural transformation ζ is a counit, we need to check whether these maps satisfy
the commutative diagrams in the definition A.7, that is, for any M ∈ Vectk, one needs to prove that
ζM⊗H ◦ (ν ⊗H) =M ⊗H and for any N ∈ MH

H , one needs to prove that (ζN )
CoH ◦ νNCoH = NCoH .

for the first identity take an element m⊗ h ∈M ⊗H then

ζM⊗H ◦ (ν ⊗H)(m⊗ h) = ζM⊗H(m⊗ 1H ⊗ h(m⊗ 1H) · h = m⊗ h.

For the second identity, take n ∈ NCoH , then

(ζN )
CoH ◦ νNCoH (n) = (ζN )

CoH(n⊗ 1H) = n · 1H = n.

Then, we have an adjunction.
The last claim of this lemma is that the functor ⊗H is fully faithful, for this, according to the

proposition A.12 we need only to check that the unit ν is a natural isomorphism, that is, for any
vector space N , the linear map νN is an isomorphism. Define the linear map

ν̃M : (M ⊗H)CoH → M
m⊗ h 7→ mǫ(h)

Then, taking m ∈M , we have

ν̃M ◦ νM (m) = ν̃M(m⊗ 1H) = mǫ(1H) = m,

and for an element
∑n

i=1mi ⊗ hi ∈ (M ⊗H)CoH

νM ◦ ν̃M (
n∑

i=1

mi ⊗ hi) =
n∑

i=1

νM (miǫ(hi)) =
n∑

i=1

mi ⊗ ǫ(hi)1H .

At first sight these two maps doesn’t seem to be mutually inverse, but note that if
∑n

i=1mi ⊗ hi ∈
(M ⊗H)CoH , then

n∑

i=1

mi ⊗ (hi)(1) ⊗ (hi)(2) =

n∑

i=1

mi ⊗ hi ⊗ 1H .

Applying M ⊗ ǫ⊗H on both sides of this identity we have

n∑

i=1

mi ⊗ ǫ((hi)(1))(hi)(2) =

n∑

i=1

mi ⊗ ǫ(hi)1H .

Therefore
n∑

i=1

mi ⊗ hi =

n∑

i=1

mi ⊗ ǫ(hi)1H ,

which proves that ν̃M is the inverse of νM . This concludes the proof.
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Lemma 2.28. Given a k bialgebra H, consider in H ⊗H the left Hmodule structure given by the left
multiplication h · (k⊗ l) = hk⊗ l, and the right H comodule structure given by ρ = H ⊗∆. Then there
is an anti isomorphism of algebras between the algebra HHom

H(H⊗H,H⊗H), with the multiplication
by composition, and the algebra Homk(H,H) with multiplication by convolution.

Proof. For any F ∈ HHom
H(H ⊗H,H ⊗H) define the linear map F̂ : H → H by

F̂ (h) = (H ⊗ ǫ)F (1⊗ h)

And for any f ∈ Homk(H,H) define the linear map f̃ : H ⊗H → H ⊗H given by

f̃(h⊗ k) = hf(k(1))⊗ k(2).

We leave to the reader the verification that f̃ is indeed a morphism of left H module and rightH
comodule in H ⊗H. Then we can define two maps

(̂ ) : HHom
H(H ⊗H,H ⊗H) → Homk(H,H)

F 7→ F̂

and
(̃ ) : Homk(H,H) → HHom

H(H ⊗H,H ⊗H)

f 7→ f̃

We leave to the reader the detail that these maps are k linear. To prove that they are mutually inverse,
consider a linear map f ∈ Homk(H,H) and an element h ∈ H then

̂̃
f(h) = (H ⊗ ǫ)f̃(1H ⊗ h) = (H ⊗ ǫ)(f(h(1))⊗ h(2)) = f(h(1))ǫ(h(2)) = f(h).

In its turn, consider a morphism F ∈ HHom
H(H ⊗H,H ⊗H) and an element h⊗ k ∈ H ⊗H, then

˜̂
F (h⊗ k) = hF̂ (k(1))⊗ k(2) = h((H ⊗ ǫ)F (1 ⊗ k(1)))⊗ k(2)

= ((H ⊗ ǫ)(h · F (1⊗ k(1)))) ⊗ k(2) = ((H ⊗ ǫ)F (h⊗ k(1)))⊗ k(2)

= (H ⊗ ǫ⊗H)(F (h⊗ k(1))⊗ k(2))

= (H ⊗ ǫ⊗H)(F ⊗H)(H ⊗∆)(h⊗ k)

= (H ⊗ ǫ⊗H)(H ⊗∆)F (h ⊗ k) = F (h⊗ k).

Therefore, these maps are mutually inverse.
It remains only to verify that these maps are anti multiplicative, but as they are mutually inverse,

one needs only to check one of them, let us verify for the map ,̃ consider f, g ∈ Homk(H,H) and
h⊗ k ∈ H ⊗H, then

f̃ ∗ g(h⊗ k) = h(f ∗ g)(k(1))⊗ k(2) = hf(k(1))g(k(2))⊗ k(3)

= g̃(hf(k(1))⊗ k(2)) = g̃ ◦ f̃(h⊗ k).

Therefore we have the anti-isomorphism.

Now we have the needed ingredients to prove the fundamental theorem which characterizes a Hopf
algebra by its category of Hopf modules.

Theorem 2.29. (Fundamental Theorem of Hopf Algebras) Let H be a bialgebra over k, then the
following statements are equivalent:

(i) H is a Hopf algebra.

(ii) The functor ( )CoH is fully faithful.
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(iii) The functor ⊗H is an equivalence of categories.

(iv) The canonical map can : H ⊗H → H ⊗H, defined as can(h⊗ k) = hk(1) ⊗ k(2), is bijective.

Proof. (i)⇒(ii) According to the proposition A.12 in Appendix A, in order to prove that the functor
( )CoH is fully faithful, one needs only to show that the counit ζ defined in the lemma 2.27 is a natural
isomorphism. Now we use the fact that H is a Hopf algebra, then we use the antipode S to produce
a candidate of inverse of ζ. Define, for any M ∈ MH

H , the linear map

ζ̃M : M → M ⊗H

m 7→ (m(0) · S(m(1)))⊗m(2)

The image of ζ̃M lies, in fact, in the subspace MCoH ⊗H, indeed, applying (ρM ⊗H) on ζ̃M (m) we
have

(ρM ⊗H)(ζ̃M (m)) = (ρM ⊗H)((m(0) · S(m(1)))⊗m(2))

= (m(0) · S(m(3)))⊗m(1)S(m(2))⊗m(4)

= (m(0) · S(m(2)))⊗ ǫ(m(1))1H ⊗m(3)

= (m(0) · S(m(1)))⊗ 1H ⊗m(2).

Consider m ∈M , then

ζM ◦ ζ̃M (m) = ζM ((m(0) · S(m(1)))⊗m(2)) = (m(0) · S(m(1))) ·m(2)

= m(0) · S(m(1))m(2) = m(0)ǫ(m(1)) = m.

Now take m⊗ h ∈MCoH ⊗H, then

ζ̃M ◦ ζM (m⊗ h) = ζ̃M (m · h) = ((m · h)(0) · S((m · h)(1)))⊗ (m · h)(2)

= ((m(0) · h(1)) · S(m
(1)h(2)))⊗m(2)h(3)

= ((m · h(1)) · S(h(2)))⊗ h(3) = (m · h(1)S(h(2)))⊗ h(3)

= m⊗ ǫ(h(1))h(2) = m⊗ h.

Then ζM is an isomorphism, and this leads us to conclude that ( )CoH is fully faithful.
(ii)⇒(iii) As the functor ⊗ H is fully faithful as proved in lemma 2.27 and by hypothesis the

functor ( )CoH is fully faithful, the we have by the proposition A.12 that this is an equivalence of
categories.

(iii)⇒(iv) Consider on the vector space H⊗H with right H module structure given by (h⊗k) · l =
hl(1) ⊗ kl(2) and right H comodule structure ρ = (H ⊗∆). It is straightforward to show that H ⊗H
with these structures is a Hopf module. We claim that the canonical morphism, can : H⊗H → H⊗H
equals to ζH⊗H ◦ (νH ⊗H), indeed consider an element h⊗ k ∈ H ⊗H then

ζH⊗H ◦ (νH ⊗H)(h ⊗ k) = ζH⊗H(h⊗ 1H ⊗ k) = (h⊗ 1H) · k = hk(1) ⊗ k(2) = can(h⊗ k).

As we have by hypothesis an equivalence of categories, this implies that both the unit νH and the
counit ζH⊗H are isomorphisms, therefore the map can is an isomorphism.

(iv)⇒(i) Note that can is a morphism of left H module and of right H comodule inH⊗H according

to the structures defined in the lemma 2.28, also we have that the map (̂ ) associates the canonical
map can to the identity map in H, indeed

ĉan(h) = (H ⊗ ǫ)can(1⊗ h) = (H ⊗ ǫ)(h(1) ⊗ h(2)) = h(1)ǫ(h(2)) = h.

Then if can is bijective, it is invertible, this means that the identity map in H is invertible by
convolution, that is, there exists an antipode which makes H into a Hopf algebra.

Remark 2.30. The item (iv) in the fundamental theorem says that a Hopf algebra is a Hopf Galois
extension of the base field k, that is H is a Hopf Galois object in the category Vectk. In fact, the
fundamental theorem can be proved in any braided monoidal category in which there are equalizers.
The equalizers are needed in order to define the coinvariant subcomodules.
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2.5.3 Internal Homs and Hopf algebras

Definition 2.31. A monoidal category (C,⊗, I) is said to be closed if for any object M ∈ C there
exists a right adjoint [M, ] for the functor ⊗M . These functors [M, ] are called internal homs in
C.

Proposition 2.32. Let (H,µ, η,∆, ǫ, S) be a k Hopf algebra, then the category HM is closed and the
internal hom associated to M ∈ HM is the functor Homk(M, ).

Proof. Let M,N ∈ HM, then one can put a left H module structure on Homk(M,N) by

(h · f)(m) = h(1) · f(S(h(2)) ·m).

Indeed, take h, k ∈ H, f :M → N and m ∈M , then

(h · (k · f))(m) = h(1) · (k · f)(S(h(2)) ·m) = h(1) · (k(1) · f(S(k(2)) · (S(h(2)) ·m)))

= h(1)k(1) · f(S(k(2))S(h(2)) ·m) = (hk)(1) · f(S((hk)(2)) ·m)

= (hk · f)(m).

Consider M,N,P ∈ HM. By the Hom-tensor relation in the category of k vector spaces, we have
an isomorphism of k vector spaces

̂ : Homk(M ⊗N,P ) → Homk(M,Homk(N,P ))

F 7→ F̂

given by (F̂ (m))(n) = F (m ⊗ n). We need only to check that this is a morphism of left H modules,
indeed, for F ∈ Homk(M ⊗N,P ), m ∈M , n ∈ N and h ∈ H, we have

((̂h · F )(m))(n) = (h · F )(m⊗ n) = h(1) · F (S(h(2)) · (m⊗ n))

= h(1) · F ((S(h(3)) ·m)⊗ (S(h(2)) · n))

= h(1) · ((F̂ (S(h(3)) ·m))(S(h(2)) · n))

= (h(1) · F̂ (S(h(2)) ·m))(n) = ((h · F̂ )(m))(n).

This concludes the proof.

Definition 2.33. Let C and D be two closed monoidal categories. Let F : C → D be a monoidal
functor and for any M,N ∈ C let

ζM,N : F (C(M,N)) → D(F (M), F (N))

be the unique morphism such that the diagram

F (C(M,N)) ⊗ F (M)
ζM,N⊗F (M)

//

∼=

��

D(F (M), F (N)) ⊗ F (M)

eF (M),F (N)

��
F (C(M,N) ⊗M)

F (EM,N )
// F (N)

commutes, where eM,N : C(M,N)⊗M → N is given by the evaluation eM,N (f ⊗m) = f(m). We say
that F preserves internal homs if ζM,N is an isomorphism for all M,N ∈ C.

If H is a k Hopf algebra, it is easy to see that the forgetful functor U : HM → Vectk preserves
internal homs. On the other hand, if we have a bialgebra H such that the forgetful functor U preserves
internal homs, then one can prove that H is a Hopf algebra.This last theorem we will state without
proof and it shows another characterization of Hopf algebras by means of internal homs.
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Theorem 2.34. Let H be a bialgebra, then the following statements are equivalent:

1. The category HM is closed and the forgetful functor U : HM → Vectk preserves internal homs.

2. The canonical map can : H ⊗H → H ⊗H given by can(h⊗ k) = h(1) ⊗ h(2)k is bijective.

The bijectivity of this left version of the canonical map introduced in the preceding section is also
equivalent to the fact that H is a Hopf algebra. Therefore one can see Hopf algebras as bialgebras
whose category admit internal homs compatible with the internal homs in the category of vector space.
This theorem also can be generalized for bialgebras in a braided monoidal category as well.
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Chapter 3

Contructions over a Noncommutative

Base

3.1 R-rings and R-corings

Throughout this chapter we will consider the category of bimodules over a not necessarily commutative,
unital algebra R over a commutative ring k, denoted by RMR. This category is monoidal with tensor
product over R and which the unit object is also R. By the monoidality of (RMR,⊗R, R) one can
talk about its algebra objects and coalgebra objects, the R rings and R corings.

Definition 3.1. For an algebra R over a commutative ring k, an R-ring is an algebra object in the
monoidal category (RMR,⊗R, R), that is, it is a triple (A,µ, η), such that A is an R bimodule and
µ : A⊗RA→ A and η : R→ A are R bimodule maps satisfying the associativity and unit conditions.

A morphism of R rings f : (A,µ, η) → (A′, µ′, η′) is an R bimodule map f : A → A′ such that
µ′ ◦ (f ⊗R f) = f ◦ µ and f ◦ η = η′.

A left A module is a pair (M, ·) whereM is an R bimodule and · : A⊗RM →M is an R bimodule
map satisfying the conditions 1A ·m = m, for all m ∈ M and a · (b ·m) = ab ·m for all a, b ∈ A and
m ∈M .

A morphism of left A modules f : (M, ·) → (N, •) is an R bimodule morphism f : M → N such
that f(a ·m) = a • f(m) for all a ∈ A and m ∈M .

If (A,µ, η) is an R ring, then it is a k algebra. The left/right multiplication of elements of k by
elements of A is given by k · a = (k1R) · a = a · (k1R) = a · k, the multiplication m : A⊗k A→ A can
be obtained from the composition µ′ = µ ◦Π where Π : A⊗k A→ A⊗RA is the canonical projection.
The unit is given by the composition η′ = η ◦ u where u : k → R is the unit of R as a k algebra. It
is easy to see that the maps µ′ and η′ are k linear, then (A,µ′, η′) is a k algebra. There is a basic
characterization of R rings considering its underlying k algebra structure.

Proposition 3.2. There is a bijective correspondence between R rings (A,µ, η) and k algebra mor-
phisms η : R→ A.

Proof. Consider (A,µ, η) an R ring and the underlying k algebra structure presented in the preceding
paragraph. One needs only to show that µ : R → A is a morphism of k algebras. It is clear that this
map is k linear, in order to show that η is multiplicative, take r, s ∈ R, then

η(rs) = η(r1Rs) = r · η(1R) · s = r · 1A · s

= (r · 1A) · s = ((r · 1A)1A) · s = (r · 1A)(1A · s)

= (r · η(1R))(η(1R) · s) = η(r)η(s).
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Conversely, suppose that η : R → A is a k algebra morphism. In particular it is an R bimodule
morphism. We can endow A and A⊗k A with R bimodule structures given, respectively by r · a · s =
η(r)aη(s) and r ·(a⊗b) ·s = η(r)a⊗bη(s). One can easily show that the multiplication m : A⊗kA→ A
is an R bimodule map. Then one needs only to construct a multiplication map µ : A⊗RA→ A which
is an R bimodule morphism. Using the morphism η construct two maps f, g : A⊗kR⊗kA→ A⊗kA,
given by

f(a⊗ r ⊗ b) = aη(r)⊗ b, g(a⊗ r ⊗ b) = a⊗ η(r)b.

It is easy to see that these two maps are R bimodule maps. The R balanced tensor product is the
coequalizer

A⊗k R⊗k A
f //
g

// A⊗k A // A⊗R A

By the associativity of the multiplication m : A⊗k A→ A, one can obtain that

m ◦ f(a⊗ r ⊗ b) = m(aη(r) ⊗ b) = (aη(r))b = a(η(r)b) = m(a⊗ η(r)b) = m ◦ g(q ⊗ r ⊗ b).

Then, by the universal property of the coequalizer, there exists a uniqueR bimodule map µ : A⊗RA→
A commuting the diagram

A⊗k R⊗k

f //
g

// A⊗k A //

m

&&▲▲
▲▲

▲▲
▲▲

▲▲
▲

A⊗R A

µ

��
A

We leave to the reader the verification of the associativity of µ.

Proposition 3.3. Given an R-ring (A,µ, η) it is possible to lift the left regular R module structure
on R to a left A module structure if, and only if, there exists a k module map χ : A → R satisfying
the following properties

(i) χ(η(r)a) = rχ(a), for a ∈ A and r ∈ R.

(ii) χ(a(η ◦ χ)(b)) = χ(ab), for a, b ∈ A.

(iii) χ(1A) = 1R.

The map χ obeying these properties is called a left character on the R ring (A,µ, η).

Proof. First consider χ : A → R satisfying (i), (ii) and (iii). Define the left A module structure on R
by a · r = χ(aη(r)), then we have

1A · r = χ(1Aη(r)) = χ(η(r)1A) = rχ(1A) = r,

and

a · (b · r) = a · χ(bη(r)) = χ(aη(χ(bη(r))))

= χ(abη(r)) = ab · r.

Therefore, R is a left A module.
On the other hand, if R is a left A module define χ : A → R by χ(a) = a · 1R. If this A module

structure lifts the usual left regular R module structure on R, then η(r) · s = rs. Then, we have

χ(η(r)a) = η(r)a · 1R = η(r) · (a · 1R) = η(r) · χ(a) = rχ(a).

and

χ(aη(χ(b))) = aη(χ(b)) · 1R = a · (η(χ(b)) · 1R)

= a · χ(b) = a · (b · 1R) = ab · 1R = χ(ab).

Finally, χ(1A) = 1A · 1R = 1R. Therefore, the map χ is a left character of the R ring (A,µ, η).
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Definition 3.4. Given an R ring (A,µ, η) with a left character χ : A → R and a left A module M
the submodule of invariants of M with respect to the character χ is the k submodule

Mχ = {m ∈M | a ·m = η(χ(a)) ·m, ∀a ∈ A}.

Proposition 3.5. (1) Given an R ring (A,µ, η) with a left character χ : A→ R and a left A module
M , we have the isomorphism of k bimodules

φ : Mχ → AHom(R,M)
m 7→ φ(m)

given by φ(m)(r) = η(r) ·m.
(2) In particular, for the left A module R, we have the subalgebra of invariants of R

Rχ = {r ∈ R |χ(aη(r)) = χ(a)r ∀a ∈ A}.

Proof. (1) First, one needs to check that φ(m) : R→M is a left A module morphism for any m ∈Mχ.
Indeed, consider a ∈ A and r ∈ R, then

φ(m)(a · r) = η(a · r) ·m = η(χ(aη(r))) ·m

= aη(r) ·m = a · (η(r) ·m) = a · φ(m)(r).

It is easy to see that φ is a morphism of k bimodules. Let m ∈ Ker(φ), then

0 = φ(m)(1R) = η(1R) ·m = 1A ·m = m,

then the map φ is a monomorphism. Finally consider f ∈ AHom(R,M), define m = f(1R) then

φ(m)(r) = η(r) ·m = η(r) · f(1R) = f(η(r) · 1R) = f(r),

then φ is an epimorphism.
(2) Let r ∈ R, we have χ(aη(r)) = χ(a)r, if, and only if

a · r = χ(a)r = η(χ(a)) · r,

which means that a ∈ Rχ if and only if it satisfies the identity χ(aη(r)) = χ(a)r, for all a ∈ A.

Definition 3.6. An R ring (A,µ, η) is said to be a Galois R ring if the canonical map

can : A → RχEnd(R)
a 7→ (r 7→ χ(aη(r)))

is bijective.

Dual to the notion of an R ring, there is the notion of an R coring.

Definition 3.7. For an algebra R over a commutative ring k, and R-coring is a coalgebra object in
the monoidal category (RMR,⊗R, R), that is, it is a triple (C,∆, ǫ), such that C is an R bimodule
and ∆ : C → C ⊗R C and ǫ : C → R are R bimodule maps satisfying the coassociativity and counit
conditions.

A morphism of R corings f : (C,∆, ǫ) → (C ′,∆′, ǫ′) is an R bimodule map f : C → C ′ such that
(f ⊗R f) ◦∆ = ∆ ◦ f and ǫ′ ◦ f = ǫ.

A right C comodule is a pair (M,ρ), whereM is a right R module and ρ :M →M ⊗RC is a right
R module map satisfying (ρ⊗R C) ◦ ρ = (M ⊗R ∆) ◦ ρ and (M ⊗R ǫ) ◦ ρ =M .

A morphism of right C comodules f : (M,ρ) → (N, ρ′) is a morphism of right R modules f :M →
N such that ρ′ ◦ f = (f ⊗R C) ◦ ρ. The category of right C comodules is denoted by MC .
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In the theory of comodules, we use Sweedler notation for corings as well. Then for an R coring
(C,∆, ǫ) we write for any c ∈ C, ∆(c) = c(1) ⊗R c(2). The counit axiom reads

c(1) · ǫ(c(2)) = c = ǫ(c(1)) · c(2).

Example 3.8. The ringR is itself an R coring with the canonical isomorphisms ∆ = l−1
R : R→ R⊗RR

and ǫ = R : R→ R.

Example 3.9. Let P be a right R module which is finitely generated and projective. Let S =
EndR(P ), then P is a left S module. Let P ∗ = HomR(P,R) be the dual left R module associated to
P , it is easy to see that P ∗ is a right S module. Let{ei}

n
i=1 ⊆ P and {εi}ni=1 ⊆ P ∗ be a dual basis for

P . Then C = P ∗ ⊗S P is an R coring, with comultiplication given by

∆(φ⊗S p) =

n∑

i=1

φ⊗S ei ⊗R ε
i ⊗S p,

and counit
ǫ(φ⊗S p) = φ(p).

We leave to the reader the verification of the axioms of coassociativity and counit.

Example 3.10. Let ϕ : R → S be an algebra extension, in particular, S inherits the structure of an
R bimodules by r · a · r′ = ϕ(r)aϕ(r′). Then C = S ⊗R S has an S coring defined by

∆(a⊗R b) = a⊗R 1S ⊗S 1S ⊗R b, ǫ(a⊗R b) = ab.

We leave to the reader the details for the verification of the axioms. This is the canonical coring or
the Sweedler coring associated to the extension ϕ.

Example 3.11. An algebra extension ϕ : R → S is said to be Frobenius if there exists and element
e =

∑n
i=1 ai ⊗R bi ∈ S ⊗r S and an R bimodules map E : S → R such that for any a ∈ S we have

a =

n∑

i=1

E(aai) · bi =

n∑

i=1

ai · E(bia). (3.1)

It is easy to show that for a Frobenius extension, the identity (3.1) is independent of the representative
for the element e in S ⊗R S. It is also possible to show that for any a ∈ S we have ae = ea, that is

n∑

i=1

aai ⊗R bi =
n∑

i=1

ai ⊗R bia.

Given a Frobenius extension ϕ : R→ S one can make S into an R coring with structure given by

∆(a) = ea = ae, ǫ(a) = E(a).

Again, the details are left to the reader.

Proposition 3.12. A structure of (left or right) R module of R extends to a structure of an (left or
right) comodule over an R coring (C,∆, ǫ) if, and only if there exists an element g ∈ C such that

(i) ∆(g) = g ⊗R g.

(ii) ǫ(g) = 1R.

Such an element satisfying the previous conditions is called a grouplike element in C.
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Proof. Let us do everything for the right case, the left case is analogous. First, suppose that there is
a right C comodule structure ρ : R→ R⊗R C ∼= C. Define g = ρ(1R), then

∆(g) = (R⊗R ∆)(1R ⊗R g) = (R ⊗R ∆)ρ(1R)

= (ρ⊗R C)ρ(1R) = (ρ⊗R C)(1R ⊗R g) = g ⊗R g,

and
ǫ(g) = (R⊗R ǫ)(1R ⊗R g) = (R ⊗R ǫ)ρ(1R) = 1R.

On the other hand, suppose that there exists a grouplike element g ∈ C then define the map
ρ : R→ R⊗R C ∼= C by ρ(r) = g · r, it is a right R module map. Moreover

(ρ⊗R C)ρ(r) = (ρ⊗R C)(1R ⊗R (g · r)) = (g · 1R)⊗R (g · r)

= (g ⊗R g) · r = ∆(g) · r = ∆(g · r)

= (R⊗R ∆)(1R ⊗R g · r) = (R⊗R ∆)ρ(r),

and
(R ⊗R ǫ)ρ(r) = (R⊗R ǫ)(1R ⊗R (g · r)) = ǫ(g · r) = ǫ(g)r = r.

Therefore, ρ is a right C comodule structure on R.

Definition 3.13. Let (C,∆, ǫ) be an R coring with grouplike element g ∈ C and M ∈ MC . The
coinvariant comodulewith respect to g is the R submodule

Mg = {m ∈M | ρ(m) = m⊗R g}.

Proposition 3.14. Let (C,∆, ǫ) be an R coring with grouplike element g ∈ C and M ∈ MC . Then
Mg ∼= HomC(R,M) as k modules. In particular the coinvariant subcomodules of R, B = Rg = {r ∈
R | r · g = g · r}.

Proof. Define the k linear map
φ : Mg → Homk(R,M)

m 7→ φ(m)

given by φ(m)(r) = m · r. First, note that for any m ∈ Mg, the map φ(m) is a morphism of right C
comodules. Indeed,

ρM (φ(m)(r)) = ρM (m · r) = ρM (m) · r = (m⊗R g) · r

= m⊗R (g · r) = (m · 1R)⊗R (g · r)

= φ(m)(1R)⊗R (g · r) = (φ(m)⊗R C)(1R ⊗R (g · r))

= (φ(m)⊗R C)ρR(r).

Then the image of the map φ is in HomC(R,M). For the inverse, define

ψ : HomC(R,M) → M
f 7→ ψ(f) = f(1R)

For any f ∈ HomC(R,M) we have that f(1R) ∈Mg, indeed

ρM (f(1R)) = (f ⊗R C)ρR(1R) = (f ⊗R C)(1R ⊗R (g · 1R))

= f(1R)⊗R g

Then the image of the map ψ is in Mg. They are mutually inverse:

ψ(φ(m)) = φ(m)(1R) = m · 1R = m,
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and
φ(ψ(f))(r) = ψ(f) · r = f(1R) · r = f(1Rr) = f(r).

Therefore, we have the isomorphism.
Now, for the right C comodule R, take r ∈ Rg then

1R ⊗ g · r = ρR(r) = r ⊗R g = 1R ⊗R r · g

on the other hand, if r · g = g · r then ρR(r) = r ⊗R g.

Proposition 3.15. Let (C,∆, ǫ) be an R coring with grouplike element g ∈ C and M ∈ MC . Then,
denoting Mg ∈ MRg . Moreover there is an adjunction

MRg

⊗RgR //
MC

( )g
oo

Considering the right C comodule structure on M ⊗R R given by (M ⊗R ρR).

Proof. Let m ∈Mg and r ∈ rG, then

ρM (m · r) = ρM (m) · r = (m⊗R g) · r

= m⊗R (g · r) = m⊗R (r ·m)

= (m · r)⊗R g.

Then m · r ∈ Mg. It is not difficult to see that ( )g is a functor. Then we need only to prove that
this pair of functors form an adjunction by constructing the unit and the counit of this adjunction.
Define, for each M ∈ MRg the map

νM : M → (M ⊗R R)
g

m 7→ m⊗r 1R

and for each N ∈ MC the map
ζN : Ng ⊗R R → N

n⊗ r 7→ n · r

We leave to the reader the verification that both ν and ζ are natural transformations. Let us verify
the commutativity of the diagrams in the definition A.7. Take first M ∈ MRg , and elements m ∈ M
and r ∈ R, then

(ζM ⊗R R) ◦ (νM ⊗R R)(m⊗R r) = (ζM ⊗R R)(m⊗R 1R ⊗R r) = m⊗R (1Rr) = m⊗R r.

Now, take N ∈ MC and an element n ∈ N , then

(ζN )
g ◦ νNg(n) = (ζN )

g(n ⊗R 1R) = n · 1R = n.

Therefore, we have an adjunction.

Proposition 3.16. Let R be a k algebra and (C,∆, ǫ) be an R coring then ∗C = RHom(C,R) is an
R ring with convolution product

f ∗ g(c) = g(c(1) · f(c(2))),

with unit given by ǫ and the morphism of k algebras, θ : R→ ∗C, given by θ(r)(c) = ǫ(c)r.

Proof. Let f, g, h ∈ ∗C and c ∈ C then

((f ∗ g) ∗ h)(c) = h(c(1) · (f ∗ g)(c(2))) = h(c(1) · g(c(2) · f(c(3)))

= (g ∗ h)(c(1) · f(c(2)) = (f ∗ (g ∗ h))(c).
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For the unit, take f ∈ ∗C and c ∈ C, then

(f ∗ ǫ)(c) = ǫ(c(1) · f(c(2))) = ǫ(c(1))f(c(2)) == f(ǫ(c(1)) · c(2)) = f(c).

In he same way, one can prove that ǫ ∗ f = f .
Finally, the map θ is clearly k linear, it remains only to show that it is multiplicative, indeed, take

r, s ∈ R and c ∈ C then

(θ(r) ∗ θ(s))(c) = θ(s)(c(1) · θ(r)(c(2))) = ǫ(c(1) · ǫ(c(2))r)s = ǫ(c)rs = θ(rs)(c).

This concludes the proof.

Proposition 3.17. Let (A,µη) be an R ring which is finitely generated and projective as a right R
module. Then the right dual A∗ = HomR(A,R) is an R coring with comultiplication given by

∆(f) =

n∑

i=1

f( ei)⊗ εi,

where {ei, ε
i}ni=1 is a dual basis for A, and coounit given by ǫ(f) = f(1A). Moreover, the definition of

the comultiplication is independent of the choice of dual basis in A.

Proof. The R bimodule structure on A∗ is given by (r · f · s)(a) = rf(s · a). In order to see that the
definition of ∆ is independent of choice of dual basis, take {ei, ε

i}ni=1 and {aj , α
j}mi=1 two dual basis,

then, for f ∈ A∗,

∆(f) =
n∑

i=1

f( ei)⊗ εi

=

n∑

i=1

f




m∑

j=1

ajα
j(ei)


⊗ εi

=
n∑

i=1

m∑

j=1

f( aj)α
j(ei)⊗ εi

=

m∑

j=1

f( aj)⊗

n∑

i=1

αj(ei)ε
i

=

m∑

j=1

f( aj)⊗ αj

For the coassociativity, we have

(∆⊗A∗)∆(f) =

n∑

i=1

∆(f( ei))⊗ εi

=
n∑

i,j=1

f(( ej)ei))⊗ εj ⊗ εi

=

n∑

i,j,k=1

f( ekε
k(ejei))⊗ εj ⊗ εi

=

n∑

i,k=1

f( ek)⊗

n∑

j=1

εk(ejei)ε
j ⊗ εi

=
n∑

i,k=1

f( ek)⊗
n∑

j=1

εk( ei)⊗ εi

= (A∗ ⊗∆)∆(f)
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Finally, for the counit, we have

(ǫ⊗A∗)∆(f) =

n∑

i=1

ǫ(f( ei)) · ε
i =

n∑

i=1

f(ei) · ε
i = f,

and

(A∗ ⊗ ǫ)∆(f) =
n∑

i=1

f( ei)ǫ(ε
i) = f(

n∑

i=1

eiε
i(1A)) = f.

Therefore, (A∗,∆, ǫ) is an R coring.

There are some important duality results between R rings and R corings that we are going to state
without proof.

Theorem 3.18. Let R be an algebra over a commutative ring k.

1. For an R coring (C,∆, ǫ) which is a finitely generated projective left module over R, the second
dual (∗C)∗ is isomorphic to C as an R coring.

2. For an R ring (A,µ, η) which is a finitely generated projective right module over R, the second
dual ∗(A∗) is isomorphic to A as an R ring.

3. For an R coring (C,∆, ǫ), any right C comodule (M,ρ) becomes a right ∗C module by the relation
m · f = m(0)f(m(1)), and this induces a faithful functor MC → M∗C .

4. This functor defined above is an equivalence if, and only if, C is finitely generated projective left
R module.

3.2 Bialgebroids

As we have seen before, in order to define a bialgebra, one needs first to define an algebra structure
on the tensor product of algebras. This can be obtained easily if the monoidal category where we
are working is braided. In order to define the “bialgebra” objects in the category of R bimodules, we
need to overcome the inherent difficulty that RMR is not braided. One possible solution is to define
an algebra structure on a subspace of the tensor space of two algebras such that the comultiplication
can still be viewed as an algebra morphism.

Let R be an algebra over a commutative ring k and denote by R = Rop the opposite algebra
associated to R, its elements will be denoted by r̄, for each r ∈ R and their product is given by
r̄s̄ = sr. Let Re = R ⊗k R be the enveloping algebra of R. Note that an object A ∈ RMR is an Re

algebra if and only if it is a k algebra with an algebra map s : R→ A, named the source map, and an
anti-algebra map t : R→ A, named the target map, such that for each r, r′ ∈ R, s(r)t(r′) = t(r′)s(r).
Indeed, if φ : Re → A we can define s(r) = φ(r ⊗k 1R) and t(r) = φ(1R ⊗k r̄), it is easy to see that
their images commute in A. On the other hand, if we have s and t, which commute, define φ : Re → A
by φ(r⊗k r′) = s(r)t(r′). As an example of Re ring, one can see A = kEnd(R) in this case, s : R→ A
is given by s(r)(r′) = rr′ and t(r)(r′) = r′r. The associativity in R gives the commutativity of s and
t. In the sequel, the expression “let (A, s, t) be an Re ring” will be understood simply as a k algebra
A with the source and target maps above defined. Any Re ring can be endowed naturally with two
different R−R bimodule structures, the first, given by r ·a ·r′ = s(r)t(r′)a, is the left handed structure
and the second, given by r · a · r′ = as(r′)t(r) is the right handed structure. There will be situations
when we are going to consider both structures on the same algebra, given by two distinct pairs of
source and target maps, the left source and target s and t and the right source and target s̃ and t̃.

Definition 3.19. Let M and N be two Re −Re bimodules. Define
∫

r
r̄M ⊗k rN =M ⊗k N/〈{r̄ ·m⊗ n−m⊗ rn | ∀r ∈ R}〉,
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that is,
∫
r r̄M ⊗k rN = M ⊗R N considering the right R module structure on M given by its left R

module structure. Define also the subspace

∫ r

Mr̄ ⊗k N = {
∑

i

mi ⊗k ni ∈M ⊗k N |
∑

i

mir̄ ⊗ ni =
∑

i

mi ⊗ nir ∀r ∈ R}.

The left Takeuchi product between Mand N is the k module

M ×l
R N =

∫ s ∫

r
r̄Ms̄ ⊗k rNs.

More explicitly

M ×l
R N = {

∑

i

mi ⊗k ni ∈M ⊗R N |
∑

i

mi · r̄ ⊗ ni =
∑

i

mi ⊗ ni · r ∀r ∈ R}.

Analogously, considering the right handed R bimodule structure given by s̃ and t̃ one can define the
right Takeuchi product

M ×r
R N = {

∑

i

mi ⊗k ni ∈M ⊗R N |
∑

i

r ·mi ⊗ ni =
∑

i

mi ⊗ r̄ · ni ∀r ∈ R}.

In what follows, we will prove the results only for the left handed version of the Takeuchi product,
leaving their right handed analogues to the reader. In contexts where there will be no ambiguity, we
will denote the left Takeuchi product only by M ×R N .

It is easy to see that M ×R N is an Re −Re bimodule by

(r ⊗ s̄)

(∑

i

mi ⊗ ni

)
(t⊗ ū) =

∑

i

r ·mi · t⊗ s̄ · ni · ū

Moreover, the operation ×R : ReMRe × ReMRe → ReMRe is a bifunctor.

Theorem 3.20. Let (A, s, t) and (B, s̃, t̃) be two Re rings, then the Re − Re bimodule A×R B is an
Re ring with algebra map φ : R⊗R→ A×R B given by φ(r ⊗ r′) = s(r)⊗ t̃(r′), multiplication

(∑

i

ai ⊗R bi

)
∑

j

cj ⊗R dj


 =

∑

i,j

aicj ⊗R bidj

and unit 1A ⊗R 1B.

Proof. The first thing we need to prove is that the multiplication is well defined, that is, it is indepen-
dent of the choice of the representatives of the elements in A×RB. Since the multiplication is clearly
linear, it suffices to show that the result of the product is zero when one of the factors is zero.

First, assume that
∑

i ai⊗R bi = 0 by the characterization of the zero element, there exists finitely
many elements rij ∈ R and xj ∈ A such that

∑
i s̃(rij)bi = 0 and

∑
j t(rij)xj = ai, then

(∑

i

ai ⊗R bi

)
(c⊗R d) =

∑

i

aic⊗r bid =
∑

i,j

t(rij)xjc⊗R bid

=
∑

j

xjc⊗R

∑

i

s̃(rij)bid = 0

Note that we have made no use of the fact that
∑

i ai⊗Rbi ∈ A×RB, this will be necessary only for the
case when the second factor is zero. Indeed, let

∑
j cj ⊗R dj = 0, then there are finitely many rkj ∈ R
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and yk ∈ A such that
∑

j s̃(rkj)dj = 0 and
∑

k t(rkj)yk = cj . Consider an element
∑

i ai⊗bi ∈ A×RB,
then

(∑

i

ai ⊗R bi

)
∑

j

cj ⊗R dj


 =

∑

i,j

aicj ⊗ bidj

=
∑

i,j

ai

(∑

k

t(rkj)yk

)
⊗R bidj =

∑

i,j,k

(ait(rkj)⊗R bi)(yk ⊗R dj)

=
∑

i,j,k

(ai ⊗R bis̃(rkj))(yk ⊗R dj) =
∑

i,k

aiyk ⊗R bi


∑

j

s̃(rkj)dj


 = 0

Therefore, the multiplication is well defined. It is trivial to prove that the multiplication is associative
and that 1A⊗r 1B is the unit in this associative algebra. Let us verify that φ is a morphism of algebras,
take r, s, t, u ∈ R then

φ((r ⊗ s̄)(t⊗ ū) = φ(rt⊗ ūs) = s(rt)⊗R t̃(us)

= s(r)s(t)⊗R t̃(s)t̃(u) = (s(r)⊗R t̃(s))(s(t)⊗R t̃(u))

= φ(r ⊗ s̄)φ(t⊗ ū)

Then, A×R B is an Re ring.

Definition 3.21. Given an algebra R over a commutative ring k, we define a left R bialgebroid as a
quintuple (B, s, t,∆, ǫ) such that

1. (B, s, t) is an Re ring, and the R bimodule structure on B is given by r · a · r′ = s(r)t(r′)a.

2. (B,∆, ǫ) is an R coring.

3. Im(∆) ⊆ B ×R B and the co-restriction ∆ : B → B ×R B is an algebra map.

4. ǫ(1B) = 1R and for all a, b ∈ B

ǫ(ab) = ǫ(as(ǫ(b))) = ǫ(at(ǫ(b))).

Analogously, one can define a right R bialgebroid.

Definition 3.22. Given an algebra R over a commutative ring k, we define a right R bialgebroid as
a quintuple (B, s, t,∆, ǫ) such that

1. (B, s, t) is an Re ring, and the R bimodule structure on B is given by r · a · r′ = as(r′)t(r)

2. (B,∆, ǫ) is an R coring.

3. Im(∆) ⊆ B ×r
R B and the co-restriction ∆ : B → B ×r

R B is an algebra map.

4. ǫ(1B) = 1R and for all a, b ∈ B

ǫ(ab) = ǫ(s(ǫ(a))b) = ǫ(t(ǫ(a))b).

Example 3.23. Bialgebras over a commutative ring k are bialgebroids in the category of k bimodules
(which is, in fact, the category of left or right k modules).

Example 3.24. Weak bialgebras are examples of bialgebroids [14].
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Example 3.25. For any algebra R over a commutative ring k, the algebra R ⊗ Rop, it is a right R
bialgebroid, with source and target maps given by the inclusions

s(r) = r ⊗ 1R, t(r) = 1R ⊗ r̄.

The comultiplication and the counit are given, respectively, by

∆(r ⊗ s̄) = (1R ⊗ s̄)⊗R (r ⊗ 1R), ǫ(r ⊗ s̄)) = sr.

The opposite co-opposite of this construction leads to a left Rop bialgebroid on Rop ⊗R ∼= R⊗Rop.

Example 3.26. Let H be a commutative k bialgebra (Hopf algebra) and A be a commutative right
H comodule algebra, then A⊗H, with the standard algebra structure on the tensor product is an A
bialgebroid. The source and target maps are given, respectively, by s(a) = a⊗H and t(a) = ρ(a) =
a(0) ⊗ a(1). As H and A are commutative, it is obvious that the images of s and t commute and that
s and t are algebra maps, and then t is an anti-algebra map. Again, because of the commutativity, it
is easy to see that the Takeuchi product (A⊗H)×A (A⊗H) is simply the A balanced tensor product
(A⊗H)⊗A (A⊗H). The comultiplication and the counit are, respectively, given by

∆(a⊗ h) = a⊗ h(1) ⊗A 1A ⊗ h(2), ǫ(a⊗ h) = aǫ(h).

This defines a left A bialgebroid structure, we leave to the reader the verification of the details. For
the right bialgebroid structure, we take simply s̃ = t and t̃ = s, with the same comultiplication and the
same counit, the right Takeuchi product also coincides with the tensor product over A. The detailed
proof of this bialgebroid (Hopf algebroid) structure is given in [1], there everything is done for the
case of partial coactions, but every coaction is a partial coaction, then it is easy to translate for this
simple case.

Example 3.27. Let H be a cocommutative k Hopf algebra and A be a commutative H module
algebra, then the smash product A#H, which is a k algebra, isomorphic to A⊗H as k module, with
multiplication given by (a⊗ h)(b⊗ k) = a(h(1) · a)⊗ h(2)k and unit 1a ⊗ 1H , is an A bialgebroid. The
source and target map, for both, left and right structures are the same:

s(a) = t(a) = s̃(a) = t̃(a) = a⊗ 1H , ∀a ∈ A.

But the A bimodule structure defined by them are sensibly different. For the left structure we have

a ⊲ (b⊗ h) ⊳ c = s(a)t(c)(b ⊗ h)(a⊗ 1H)(c ⊗ 1H)(b⊗ h) = abc⊗ h.

On the other hand, for the right structure we have

a ◮ (b⊗ h) ◭ c = (b⊗ h)s̃(c)t̃(a) = (b⊗ h)(a ⊗ 1H)(c ⊗ 1H) = a(h(1) · ac)⊗ h(2).

With these left and right handed A bimodule structures above defined, one can characterize the left
Takeuchi product by

A#H ×l
A A#H =

{∑
xi ⊗

l
A yi ∈ A#H ⊗l

A A#H|
∑

xi ⊗
l
A yi =

∑
a ◮ xi ⊗

l
A yi ◭ a , ∀a ∈ A

}
,

and the right Takeuchi product by

A#H ×r
A A#H =

{∑
xi ⊗

r
A yi ∈ A#H ⊗r

A A#H|
∑

a ⊲ xi ⊗
r
A yi =

∑
xi ⊗

r
A yi ⊳ a , ∀a ∈ A

}
,

Where the tensor product (A#H)⊗l
A (A#H) is balanced by the left structure, (a⊗ h) ⊳ b⊗ (c⊗ k) =

(a⊗ h) ⊗ b ⊲ (c ⊗ d), while the tensor product (A#H)⊗r
A (A#H) is balanced by the right structure,

(a⊗ h) ◭ b⊗ (c⊗ k) = (a⊗ h)⊗ b ◮ (c⊗ d).
The comultiplication and the counit for the left A bialgebroid structure are given by

∆l(a⊗ h) = a⊗ h(1) ⊗
l
A 1A ⊗ h(2), ǫl(a⊗ h) = aǫ(h).

The comultiplication and the counit for the right A bialgebroid structure are given by

∆r(a⊗ h) = a⊗ h(1) ⊗
r
A 1A ⊗ h(2), ǫr(a⊗ h) = S(h) · a.

The details of the proof for the case of partial actions can be found in [1], this simple case is obtained
considering the partial action as a global action.
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3.2.1 Equivalent formulations for bialgebroids

The concept of bialgebroid arose in several contexts, in [3] it was shown that these definitions of
bialgebroids are in fact equivalent. There is a formulation by the anchor map [16] and the formulation
by ×R bialgebras [15]. But the unifying point of view is exactly the fact that bialgebroids behave like
bialgebras, namely, given an R bialgebroid B its module category, BM is monoidal and the forgetful
functor U : BM → RMR is strict [13].

Definition 3.28. Let (H, s, t) be an Re ring, the data (H, s, t,∆, ν) is called an R bialgebroid with
an anchor µ if

(BA1) ∆ : H → H ⊗R H is a coassociative R bimodule map.

(BA2) Im(∆) ⊆ H ×l
R H and its co restriction ∆ : H → H ×l

R H is an algebra map.

(BA3) The map ν : H → Endk(R), called the anchor map, is an algebra and an R bimodule map, that
is, ν(s(r)h)(r′) = rν(h)(r′) and ν(t(r)h)(r′) = ν(h)(r′)r, such that

(A1) s(h(1) ⊲ r)h(2) = hs(r),

(A2) t(h(2) ⊲ r)h(1) = ht(r),

where h ⊲ r = ν(h)(r), for all h ∈ H and r ∈ R.

The original formulation of bialgebroids makes a more direct use of the ×R product [15]. The main
problem is to overcome the fact that the product ×R is not associative. For M , N and P in ReMRe ,
define

M ×R N ×R P =

∫ s,u ∫

r,t
r̄Ms̄ ⊗ r,t̄Ns,ū ⊗ tPu.

There exist two canonical maps,

α : (M ×R N)×R P →M ×R N ×R P, α′ :M ×R (N ×R P ) →M ×R N ×R P,

which are identities on elements. These maps are not isomorphism in general, even the maps being
identities on elements, two different elements can be mapped into representatives of the same class in
M ×R N ×R P . One can define also two maps,

θ : M ×R Endk(R) → M∑
imi ⊗ fi 7→

∑
i fi(1R) ·mi

and
θ′ : Endk(R)×RM → M∑

i fi ⊗mi 7→
∑

i fi(1R) ·mi

Definition 3.29. A triple (L,∆, ν) is a ×R coalgebra if L is an Re −Re bimodule and

∆ : L→ L×R L, ν : L→ Endk(R)

are Re bimodule maps such that

α ◦ (∆ ×R L) ◦∆ = α′ ◦ (L×R ∆) ◦∆, θ ◦ (L×R ν) ◦∆ = L = θ′ ◦ (ν ×R L) ◦∆.

The map ∆ is called comultiplications and the map ν is called counit of the ×R coalgebra.

Proposition 3.30. Let i : L ×R L → L ⊗R L be the canonical inclusion, and ∆ : L → L ×R L and
ν : L → Endk(R) two Re bimodule maps. Then (L,∆, ν) is a ×R coalgebra if, and only if, (L,∆, ǫ)
where ∆ = i ◦∆ and ǫ(l) = ν(l)(1R), is an R coring.
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Proof. If (L,∆, ν) is a ×R algebra, then ∆ is automatically an R bimodule map, let us show that ǫ is
also an R bimodule map,

ǫ(r · l · s) = ν((r ⊗ 1R) · l · (s⊗ 1R))(1R) = ((r ⊗ 1R) · ν(l) · (s⊗ 1R))(1R) = rν(l)(1R)s = rǫ(l)s.

For the coassociativity, define i2 : L×R L×R L→ L⊗R L⊗R L the canonical inclusion, then, we have

(∆⊗R L) ◦∆ = ((i ◦∆)⊗R L) ◦ i ◦∆ = (i⊗R L)(∆ ⊗R L) ◦ i ◦∆

= i2 ◦ α ◦ (∆×R L) ◦∆ = i2 ◦ α′(L×R ∆) ◦∆

= (L⊗R i)(L⊗R ∆) ◦ i ◦∆ = (L⊗R (i ◦∆)) ◦ i ◦∆

= (L⊗R ∆) ◦∆.

For the counit, take l ∈ L, then

(ǫ⊗R L) ◦∆(l) = ǫ(l(1)) · l(2) = ν(l(1))(1R) · l(2)

= θ′(ν(l(1))⊗R l(2)) = θ′ ◦ (ν ×R L)∆(l) = l,

and

(L⊗R ǫ) ◦∆ = l(1) · ǫ(l(2)) = ǫ(l(2)) · l(1)

= ν(l(2))(1R) · l(1) = θ(l(1) ⊗R ν(l(2)))

= θ ◦ (L× ν) ◦∆(l) = l.

Similarly, if we assume the coassociativity of ∆ and the counit axiom for ǫ then we can prove the
coassociativity for ∆ and the counit axiom for ν.

Definition 3.31. Let (H, s, t) be an Re ring, the data (H,∆, ν) is called a ×R bialgebra if it is a ×R

coalgebra such that the comultiplication ∆ and the counit ν are algebra maps.

Theorem 3.32. Let (H, s, t) be an Re ring. Then the following data are equivalent.

(1) A left R bialgebroid structure (H, s, t,∆, ǫ).

(2) An R bialgebroid with anchor structure (H, s, t,∆, ν).

(3) A ×R bialgebra structure (H, s, t,∆, ν).

(4) A monoidal structure on HM such that the forgetful functor U : HM → RMR is strict monoidal.

Proof. The equivalence (3)⇔ (4) is proven in ( [13] Theorem 5.1)
(1)⇒ (2) Assume that (H, s, t,∆, ǫ) is a left R bialgebroid and define ν : H → Endk(R) by

ν(h)(r) = ǫ(hs(r)) = ǫ(ht(r)), then ν is a morphism of algebras, indeed

ν(hk)(r) = ǫ(hks(r)) = ǫ(hs(ǫ(ks(r))))

= ǫ(hs(ν(k)(r))) = ν(h)(ν(k)(r)).

And ν is also a morphism of R bimodules:

ν(r · h · r′)(r′′) = ν(s(r)t(r′)h)(r′′) = ǫ(s(r)t(r′)hs(r′′))

= rǫ(t(r′)(hs(r′′))) = rǫ(hs(r′′))r′

= rν(h)(r′′)r′ = (r · ν(h) · r′)(r′′).

Let us verify the axioms (A1) and (A2) for the anchor map, first we need to note that, for any h ∈ H
and r ∈ R we have

∆(hs(r)) = ∆(h)∆(s(r)) = ∆(h)∆(s · 1H)

= (h(1) ⊗R h(2))(s · 1H ⊗R 1H)

= (h(1) ⊗R h(2))(s(r)⊗ 1H)

= h(1)s(r)⊗R h(2)
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and similarly ∆(ht(r)) = h(1) ⊗R h(2)t(r). Then,

s(ν(h(1))(r))h(2) = s(ǫ(h(1)s(r)))h(2)(ǫ⊗R H)(h(1)s(r)⊗ h(2) = (ǫ⊗R H)∆(hs(r)) = hs(r),

and

t(ν(h(2))(r))h(1) = t(ǫ(h(2)t(r)))h(1)(H ⊗R ǫ)(h(1) ⊗ h(2)t(r) = (H ⊗R ǫ)∆(ht(r)) = ht(r).

Therefore (H, s, t,∆, ν) is an R bialgebroid with anchor.
(2)⇒ (1) Assume that (H, s, t,∆, ν) is an R bialgebroid with anchor, define ǫ : H → R as ǫ(h) =

ν(h)(1R), as ν is an R bimodule morphism, it is easy to see that ǫ is also an R bimodule map. Let us
verify the counit axioms, take h ∈ H then

(ǫ⊗R H)∆(h) = ǫ(h(1)) · h(2) = s(ǫ(h(1)))h(2)

= s(ν(h(1))(1R))h(2) = hs(1R) = h,

and

(H ⊗R ǫ)∆(h) = h(1) · ǫ(h(2)) = t(ǫ(h(2)))h(1)

= t(ν(h(2))(1R))h(1) = ht(1R) = h.

Now, consider h, k ∈ H then,

ǫ(hs(ǫ(k))) = ν(hs(ǫ(k)))(1R) = ν(h)(ν(s(ǫ(k)))(1R))

= ν(h)(ν(ǫ(k) · 1H)(1R)) = ν(h)((ǫ(k) · ν(1H))(1R))

= ν(h)(ǫ(k)ν(1H )(1R)) = ν(h)(ǫ(k)) = ν(h)(ν(k)(1R))

= ν(hk)(1R) = ǫ(hk).

and by a similar calculation we get ǫ(ht(ǫ(k))) = ǫ(hk). Therefore (H, s, t,∆, ǫ) is a left R bialgebroid.
(1)⇒(3) Assume that (H, s, t,∆, ǫ) is a left R bialgebroid and define ∆ : H → H ×R H as the

co restriction of ∆ and define ν : H → Endk(R) by ν(h)(r) = ǫ(hs(r)) = ǫ(ht(r)), as before. The
coassociativity of ∆ is equivalent to the coassociativity of ∆ as we proved in the proposition 3.30. We
leave to the reader to check that ∆ and ν are algebra morphisms and Re bimodule maps. We are only
going to check the counit axioms. Consider an element h ∈ H, then we have

θ ◦ (H ×R ν) ◦∆(h) = θ(h(1) ⊗R ν(h(2))) = t(ν(h(2))(1R))h(1)

= t(ǫ(h(2)s(1R)))h(1) = t(ǫ(h(2)))h(1)

= (H ⊗R ǫ)∆(h) = h,

and

θ′ ◦ (nu×R H) ◦∆(h) = θ′(ν(h(1))⊗R h(2)) = s(ν(h(1))(1R))h(2)

= s(ǫ(h(1)s(1R)))h(2) = s(ǫ(h(1)))h(2)

= (ǫ⊗R H)∆(h) = h.

Therefore, (H, s, t,∆, ν) is a ×R bialgebra.
(3)⇒(1) Assume that (H, s, t,∆, ν) is a ×R bialgebra and define ∆ : H → H ⊗R H as ∆ = i ◦∆,

where i : H ×R H → H ⊗R H is the canonical inclusion. Define also the counit ǫ : H → R as
ǫ(h) = ν(h)(1R) as in the proposition 3.30. Again if ∆ and ν are algebra morphisms and Re bimodule
morphisms, then ∆ is an algebra and R bimodule map, and ǫ is an R bimodule map. We need only
to check that ǫ(hs(ǫ(k))) = ǫ(ht(ǫ(k))) = ǫ(hk), but the proof is exactly the same as done in (2)⇒(1).
Therefore (H, s, t,∆, ǫ) is a left R bialgebroid.

55



3.3 Hopf algebroids

The notion of a Hopf algebroid is the generalization of the notion of a Hopf algebra when we consider
a noncommutative base ring R. As for bialgebroids, there are several different definitions of Hopf
algebroids, but unlike in the bialgebroid case, the formulations for Hopf algebroids are not equivalent.
In the sequel, we will follow the reference [2] to define Hopf algebroids.

Definition 3.33. Given two algebras R and L over a commutative ring k, a Hopf algebroid over the
base algebras R and L is a triple (HL,HR,S). Here, (HL, sL, tL,∆L, ǫL) is a left L bialgebroid and
(HR, sR, tR,∆R, ǫR) is a right R bialgebroid, such that their underlying k algebra H is the same. The
antipode S is a k module map satisfying the following axioms:

(i) sL ◦ ǫL ◦ tR = tR, tL ◦ ǫL ◦ sR = sR, sR ◦ ǫR ◦ tL = tL, and tR ◦ ǫR ◦ sL = sL.

(ii) (∆L ⊗R H) ◦∆R = (H ⊗L ∆R) ◦∆L and (∆R ⊗L H) ◦∆L = (H ⊗R ∆L) ◦∆R.

(iii) For l ∈ L, r ∈ R and h ∈ H, S(tL(l)htR(r)) = sR(r)S(h)sL(l).

(iv) µL ◦ (S ⊗L H) ◦∆L = sR ◦ ǫR and µR ◦ (H ⊗R S) ◦∆R = sL ◦ ǫL.

Remark 3.34. This long definition requires some observations.

1. By the axioms of left/right bialgebroids, one can see that the maps sL ◦ ǫL, tL ◦ ǫL, sR ◦ ǫR and
tR ◦ ǫR are idempotent maps in Endk(H). the axiom (i) says simply that the ranges of sL and
tR, also the ranges of sR and tL are coinciding subalgebras of H. This implies, for example, that
∆L is not only an L bimodule map, but also an R bimodule map. The same for ∆R, it is an R
bimodule map.

2. It follows basically from the axiom (i) that the base algebras L and R are anti-isomorphic, this
isomorphism is performed by ǫL ◦ sR : Rop → L and ǫr ◦ tL : L→ Rop.

3. The k module H underlying the left/right bialgebroid is a left and right comodule via the
coproduct, that is, H is a left and right HL comodule via the coproduct ∆L and a left and
right HR comodule via the coproduct ∆R. The axiom (ii) expresses that these regular coactions
commute, that is, H is an HL −HR bicomodule and an HR −HL bicomodule.

Alternatively, the first identity in the axiom (ii) says that the comultiplication ∆L is a right
HR comodule map. Symmetrically, the same identity can be viewed as a left HL comodule
map property of ∆R. The second identity says that ∆R is right HL colinear and ∆L is left HR

colinear.

4. Axiom (iii) says that the antipode S is an R− L bimodule map.

5. The axiom (iv) is the analogous to the axiom of antipode for Hopf algebras, but the notion of
convolution products with two different base algebras is far more complicated and we are not
going to discuss it here.

Example 3.35. Hopf algebras over a commutative ring k are Hopf algebroids over L = R = k, with
the left and right bialgebroid structure being the same and the antipode being the original antipode
S : H → H.

Example 3.36. Not every Hopf algebroid over a commutative ring k is a Hopf algebra. Let H be a
Hopf algebra over k, one can consider the left bialgebroid structure on H by its standard bialgebra
structure (H,∆L = ∆, ǫL = ǫ). Let χ : H → k be a character, that is, a k algebra map between H and
k. Then there is a second bialgebroid structure on H with the twisted coproduct ∆R : H → H ⊗H,
given by ∆R(h) = h(1) ⊗ χ(S(h(2)))h(3) and the counit ǫR = χ. Then we have a new antipode S
defined by S(h) = χ(h(1))S(h(2)). This construction gives rise to a new Hopf algebroid structure on
H which is not a Hopf algebra.
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Example 3.37. Weak Hopf algebras are Hopf algebroids [14], in particular, given a finite groupoid
G, its groupoid algebra kG is a Hopf algebroid.

Example 3.38. Given any algebra R over a commutative ring k, the algebra R⊗Rop has a structure
of left Rop bialgebroid and right R bialgebroid. One can put an structure of Hopf algebroid on R⊗Rop

by defining the antipode as S(r ⊗ s̄) = s⊗ r̄.

Example 3.39. Let G be a finite groupoid and k a commutative ring. Define H be the algebra k
valued functions on G and R = L the algebra of k valued functions on the space G(0) of the units of
the groupoid G. Define sL = tR : R → H by the formula (sL(f))(g) = f(t(g)), and tL = sR : R → H
by the formula (tL(f))(g) = f(s(g)), where s, t : G → G(0) are the source and target maps on the
groupoid. The left and right Takeuchi product, as the algebras are commutative, coincide with the
algebra of k valued functions on the space

G(2) = {(g, h) ∈ G × G | s(g) = t(h)},

that is, the set of pairs (g, h) such that there exists the element gh. The left/right comultiplication is
defined by

∆(f)(g, h) =

{
f(gh) if (g, h) ∈ G(2)

0 otherwise

and the counit for both, left and right structures is simply the restriction to G(0). The antipode is
given by the inversion in the groupoid, that is (S(f))(g) = f(g−1). This gives to H a structure of an
R Hopf algebroid.

Example 3.40. Given a commutative Hopf algebra H and a commutative right H comodule algebra
A, we saw that A⊗H has two bialgebroid structures. These bialgebroid structures can be seen easily
that satisfy the axioms (i) and (ii). The antipode in A ⊗ H is given by S(a ⊗ h) = a(0) ⊗ a(1)S(h).
The details can be found in [1] for the case of partial coactions, but the ideas are easily translated to
the global case.

Example 3.41. Given a cocommutative Hopf algebra H and a commutative left H module algebra
A, the smash product A#H has two bialgebroid structures satisfying the compatibility axioms (i) and
(ii). One can define the antipode for A#H by S(a⊗H) = (S(h(2)) · a)⊗ S(h(1)). The details can be
found in [1] for the case of partial actions, but the ideas are easily translated to the global case.

Example 3.42. (The algebraic quantum torus) consider the k algebra Tq generated by two invertible
elements U and V , satisfying the commutation relation UV = qV U , where q ∈ k in an invertible
element. The algebra Tq is endowed with a right bialgebroid structure over the commutative subalgebra
R = k[U ]. The source and target maps are given by the inclusion map sR = tR = i : R → Tq.
The right comultiplication is given by ∆R(V

mUn) = V mUn ⊗R V
m and the right counit is given by

ǫR(V
mUn) = Un. Symmetrically, there is a left R bialgebroid structure with left comultiplication given

by ∆L(U
nV m) = UnV m ⊗ V m and left counit given by ǫL(U

nV m) = Un. Finally, the antipode for
the Hopf algebroid structure is given by S(UnV m) = V −mUn. We leave to the reader the verification
of the details.

As we said before, there are some alternative constructions for bialgebroids. One of the formulations
is due to Peter Schauenburg, which introduces the concept of a ×R Hopf algebra.

Definition 3.43. Let H be a left bialgebroid over an algebra L. Consider the left regular H comodule,
whose coinvariant subalgebra is t(Lop) The algebra H is said to be a ×L Hopf algebra provided
that the algebra extension t : Lop → H is a left H Galois extension, that is, the canonical map,
can : H ⊗Lop H → H ⊗L H, given by can(h⊗Lop k) = h(1) ⊗L h(2)k, is bijective.

Any Hopf algebroid (HL,HR,S) is a ×L Hopf algebra (in this case Lop ∼= R. Indeed, the canonical
map has the inverse can−1(h ⊗L k) = h[1] ⊗R S(h[2])k, where ∆R(h) = h[1] ⊗ h[2]. Although it is
believed that not every ×L Hopf algebra is the constituent left bialgebroid of a Hopf algebroid, no
couterexamples are known so far. The concept of a ×L Hopf algebra makes a bridge with some
representation theoretical characterizations of Hopf algebras, like the following result.
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Theorem 3.44. [13] A left bialgebroid H over a base algebra L is a×L Hopf algebra if, and only if
the strict monoidal forgetful functor HM → LML preserves internal Homs.
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Appendix A

Some basics of category theory

In this appendix we review the basic facts about category theory. In order to fix the ideas, given a
category C, we are going to consider it, unless otherwise stated, as a locally small category, that is, the
class of morphisms between any two objects in this category will be a set. Given two objects A e B
in a category C, we denote the set of morphisms between A and B by C(A,B) the identity morphism
of an object A in C also will be denoted simply by A, instead of IA or IdA. In the proofs throughout
this text, we always consider the functors F : C → D to be covariant. Obviously, the proofs can be
made for contravariant functors as well, in this case we can consider the covariant functor F : Cop → D
associated to F . The identity functor of the category C will be denoted by IdC .

Definition A.1. A natural transformation between two functors F,G : C → D is a family of mor-
phisms

α = (αA ∈ D(F (A), G(A)))A∈C

such that, for each morphism f ∈ C(A,B) the following diagram commutes.

F (A)
αA //

F (f)

��

G(A)

G(f)

��
F (B) αB

// G(B)

We denote this natural transformation by α : F ⇒ G. If, in addition, each morphism αA is an
isomorphism, we say that α is a natural isomorphism between the functors F e G.

In category theory, the problem of classification of categories is more delicate than the classification
problem of other algebraic structures, like modules, rings, algebras, etc. A first attempt is to say when
two categories are isomorphic. We say that the categories C and D are isomorphic when there exist
two functors

C
F // D
G

oo (A.1)

such that IdC = GF e FG = IdD. This concept is in general useless for many porpuses in category
theory, relevant and nontrivial examples of isomorphic categories are rare. One weaker version of
isomorphism is given by the concept of equivalence between categories. We say that two categories C
and D are equivalent if there exist two functors, as denoted in (A.1), and two natural isomorphisms
IdC ⇒ GF e FG ⇒ IdD. There is an alternative characterization of categorical equivalence given by
the following theorem.

Theorem A.2. Two categories C and D are equivalent if, and only if, there is a functor F : C → D
satisfying the following conditions:
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(i) F is essentially surjective, that is, for any object B ∈ D there exists an object A ∈ C such that
Y ∼= F (X).

(ii) F is faithful, that is, for each pair of objects A,B ∈ C the map F : C(A,B) → D(F (A), F (B))
is injective.

(iii) F is full, that is, for each pair of objects A,B ∈ C the map F : C(A,B) → D(F (A), F (B)) is
surjective.

Example A.3. Given two rings R and S, when their categories of modules RM and SM are equivalent
we say that the rings are Morita equivalent. A necessary and sufficient condition to R and S to be
Morita equivalent is the existence of an exact Morita context, this is the content of the Morita Theorem.
A Morita context between R and S is a quadruple (M,N, σ, τ), in which M is an R− S bimodule, N
is an S − R bimodule, σ : M ⊗S N → R is a morphism of R bimodules and τ : N ⊗R M → S is a
morphism of S bimodules satisfying the following compatibility conditions:

1. For any m1 ⊗ n⊗m2 ∈M ⊗S N ⊗RM we have

σ(m1 ⊗ n) ·m2 = m1 · τ(n⊗m2).

2. For any n1 ⊗m⊗ n2 ∈ N ⊗RM ⊗S N we have

τ(n1 ⊗m) · n2 = n1 · σ(m⊗ n2).

A Morita context is said to be exact if the morphisms σ and τ are epimorphisms. The equivalence
between RM and SM is performed by the functors

RM
N⊗R //

SM
M⊗S

oo

It is not difficult to prove that any ring R, is Morita equivalent to the matrix ring Mn(R) for any
integer n ≥ 1.

Example A.4. Another famous equivalence between categories is the Serre-Swan Theorem, which
proves that the category of (complex) vector bundles over a compact topological Hausdorff space X
is equivalent to the category of finitely generated projective modules over the algebra C(X) of the
C valued continuous functions defined on X. Given a vector bundle E

π
→ X, one can define the set

Γ(E) of continuous sections on the vector bundle E. The set Γ(E) is in fact a module over C(X) with
the sum and multiplication by functions given pointwise. In fact, because of the compactness of X
one can prove that Γ(E) is a finitely generated projective C(X) module. This construction defines a
functor Γ : VectBunX → C(X)FGProj and this functor is fully faithful and essentially surjective, and
this means that the categories are equivalent.

Example A.5. We say that two categories C and D are dual if D is equivalent to Cop, that is the
equivalence is performed by contravariant functors. The most trivial example of duality is given in the
category of finite dimensional vector spaces and the functor is the dualization, which associates to any
finite dimensional vector space its dual space and to each linear transformation its dual transformation,
namely its transpose, this functor is contravariant. If one applies the dualization functor twice then a
classical result gives us the natural isomorphism between the identity functor Id and the bidual ( )∗∗.

Example A.6. Finally, another less trivial example of duality of categories is given by the Theorem
of Gelfand and Naimark, which states that the category of commutative unital C∗ algebras is dual
to the category of compact Hausdorff topological spaces. Given a commutative unital C∗ algebra A
we associate the space Spec(A) which is the set of all non vanishing characters of of A, a character is
a multiplicative linear functional defined on A. The set Spec(A), endowed with the weak∗ topology
is a compact Hausdorff topological space. On the other hand, given a compact Hausdorff topological
space X , one can construct the unital commutative C∗ algebra C(X). Then one can prove that
C(Spec(A)) ∼= A as C∗ algebras and the space X is homeomorphic to Spec(C(X)).

60



Even when two categories are not equivalent, the very existence of a pair of functors, as in (A.1),
satisfying weaker properties than those required for categorical equivalence, allows one to prove that
some results or some constructions in one category are also valid in the other.

Definition A.7. We say that two functors F : C → D and G : D → C form an adjunction, or that
they are adjoint, if there exist two natural transformations η : IdC ⇒ GF and ǫ : FG⇒ IdD such that
for each object A ∈ C and B ∈ D the following diagrams commute

F (A)
F (ηA) //

F (A)

##●
●●

●●
●●

●●
●●

●●
●●

●●
FGF (A)

ǫF (A)

��

G(B)
ηG(B) //

G(B)

##❍
❍❍

❍❍
❍❍

❍❍
❍❍

❍❍
❍❍

❍❍
GFG(B)

G(ǫB)

��
F (A) G(B)

These two natural transformations η e ǫ are called, respectively, the unit and the counit of the adjunc-
tion. The functor F is said to be the left adjoint of G, respectively, the functor G is the right adjoint
of F .

There is another equivalent characterization of an adjunction.

Theorem A.8. Let C and D be two categories and F : C → D and G : D → C a pair of functors.
Then the following are equivalent:

(i) The functors F and G form an adjunction, with F being the left adjoint of G.

(ii) There exist a natural isomorphism φ : D(F ( ), ) ⇒ C( , G( )) (these two functors are defined
from C × D to the category of sets).

Example A.9. The forgetful functor U : Grp → Set is the functor which associates to each group G
its underlying set G, and sees each group homomorphism f : G→ H only as a function. This functor
has a left adjoint, the free group, which associates to each set the unique group F(X), with a function
i : X → F(X) with the following universal property: For each group G and each function f : X → X
there is a unique group homomorphism f̂ : F(X) → G such that f̂ ◦ i = f . The universal property
garantees the uniquenes of the free group, the functorial nature of F : Set → Grp and the fact that F
is the left adjoint of the forgetful functor U .

Example A.10. A famous example of adjunction is the Hom tensor relation: Consider a ring R and
a left R module M , in particular M is an abelian group. For any abelian group X, the set of additive
maps between M and P , HomZ(M,P ), has the structure of a right R module, the addition is given
pointwise and the right R action is given by (f · r)(m) = f(r ·m). This, in fact defines a covariant
functor

HomZ(M, ) : Ab → MR.

This functor has a left adjoint, given by the tensor product functor

⊗RM : MR → Ab.

This is because for any right R module N and any abelian group P there is an isomorphism

HomZ(N ⊗RM,P ) ∼= HomR(N,HomZ(M,P )).

and this isomorphism is natural in both N and P .

Example A.11. Given a group G and a subgroup H ≤ G, any kG module W can be viewed
naturally as a kH module, let us denote it by (W )H . It is easy to see that this defines a functor
( )H : kGM → kHM. On the other hand, given a kH module V one can construct a kG module out of
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it by tensoring with kG, then we have (V )G = kG⊗kHV , again it is easy to see that ( )G : kHM → kGM
is a functor. Now we have the isomorphism of k vector spaces

kGHom((V )G,W ) ∼= kHHom(V, (W )H)

given in the following way: For each kG morphism F : (V )G → W we associate the map F ♭ :
V → (W )H defined as F ♭(v) = F (e ⊗ v) we leave to the reader the verification that F ♭ is a kH
module morphism. On the other hand for each kH morphism f : V → (W )H , we associate the map
f ♯ : (V )G → W given by f ♯(

∑
g∈G agg ⊗ v) =

∑
g∈G agg · f(v). Again it is easy to see that this is a

morphism of kG modules. Let us verify that they are mutually inverse. Take F ∈ kGHom((V )G,W )
and and element

∑
g∈G agg ⊗ v ∈ (V )G, then

(F ♭)♯(
∑

g∈G

agg ⊗ v) =
∑

g∈G

agg · F
♭(v) =

∑

g∈G

agg · F (e⊗ v) = F (
∑

g∈G

agg ⊗ v).

Now, take f ∈ kHHom(V, (W )H) and v ∈ V , then

(f ♯)♭(v) = f ♯(e⊗ v) = e · f(v) = f(v).

It is easy to see that this isomrphism is natural in V and W . Therefore the functor ( )G is the left
adjoint of ( )H .

Obviously, every equivalence of categories is an adjunction, but in general we have adjunctions that
are not equivalences. Nevertheless, there are some useful results on adjunctions which gives conditions
to the functors of an adjunction to be fully faithful or even to be an equivalence.

Proposition A.12. Given an adjunction

C
F //

D
G

oo

The functor F is fully faithful if, and only if, the unit of the adjunction is bijective. The functor G
is fully faithful if, and only if, the counit of the adjunction is bijective. There is an equivalence of
categories between C and D if and only if, the unit and the counit of the adjunction are bijective.
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