Sampling method based projection approach for the reconstruction of 3D acoustically penetrable scatterers
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\textbf{A B S T R A C T}

We present a projection based regularization parameter choice approach within the framework of the linear sampling method for the reconstruction of acoustically penetrable objects. Using the Golub–Kahan bidiagonalization algorithm and the Lanczos tridiagonalization process we form appropriate subspaces which generate a sequence of regularized solutions. As a result two new and efficient methods are developed and used for the solution of problems that involve large linear systems of equations. The effectiveness of our approach is illustrated with reconstructions of three dimensional objects.
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1. Introduction

In this work, we will deal with reconstructions of acoustically penetrable objects from far-field measurements. This problem was originally investigated by Anagnostopoulos et al. [1] within the framework of the factorization method. Our goal will be to construct a robust and effective algorithm that will be able to handle acoustically penetrable objects that exhibit large linear systems of equations via the linear sampling method originally developed by Colton and Kirsch [11].

It is widely known that the linear sampling method does not require a priori information about either the boundary condition or the connectivity of the scatterer, however requires knowledge of the far-field pattern for all incident and observation directions. Hence, the cost of reconstructing three dimensional objects via the linear sampling method (LSM) could be prohibitively expensive if the discretization involves the construction of large systems of equations. In addition, due to the ill-posedness of the inverse problem, the linear sampling method yields an ill-conditioned system of linear equations whose solution requires a regularization method in order to handle correctly the presence of noise in the data. Moreover, the noise level in the data should be known a priori, something that in real life applications is not the case in general.

In our approach we will use an appropriate projection method that through the LSM will construct stable approximations to the far-field equation. Due to noise in the data however, it is necessary to combine our projection method with a regularization method like Tikhonov’s regularization equipped with Morozov’s generalized discrepancy principle as parameter choice rule which generally involves the computation of the zeros of the discrepancy function at each point of the grid. For large systems however, SVD-based methods, like the latter may be prohibitive due to the huge amount of data.

In the sequel, we will introduce two methods whose main idea will be to approximate the regularized solution by using a sequence of regularized solutions in appropriate Krylov subspaces of increasing dimension generated by projection methods such as Golub–Kahan bidiagonalization (GKB) [18, Section 8.6.2] and Lanczos tridiagonalization methods [18, Chapter 9]. Therefore, we will be taking advantage of the fact that the regularization parameter for the projected problem, which involves a small number of variables, can be determined efficiently and at low computational cost using a direct method such as the SVD of a small matrix. The first parameter estimation method will be called PGDP-FP (Projected Generalized Discrepancy Principle Fixed Point method) and will enable the widely used Morozov’s discrepancy principle method to effectively provide regularization parameters, for problems that involve large linear systems of equations, as roots of a projected discrepancy function. Taking into account that GDP can fail when the noise level is not accurately estimated, we developed a second method that
does not rely on this estimate called PIMPC-FP (Projected Improved Maximum Product Criterion Fixed Point method). PIMPC-FP is an improved version of the IMPC (Improved Maximum Product Criterion) for large-scale problems, that has been developed by Bazán et al. [5] and has been proven to provide reliable reconstructions of medium size objects without a priori knowledge of the noise level.

We organize our paper as follows. In section 2, we formulate the direct and inverse scattering problems and introduce the far-field operator. Section 3 describes the main idea of the projection approach within the framework of the LSM, and the selection of the regularization parameter as a sequence of regularized solutions in appropriate Krylov subspaces is discussed in section 4. In sections 5 and 6 the authors apply the idea of projections on GDP and IMPC by generating appropriate subspaces via the Golub–Kahan bidiagonalization algorithm. As a result two new and efficient methods are generated for the reconstruction of acoustically penetrable objects that exhibit large scale far-field matrices, the PGDP-FP and the PIMPC-FC. Section 7 repeats the analysis presented in the previous two sections, but now focusing on a projection approach for Kirsch’s method based on the Krylov subspace generated by the Lanczos tridiagonalization method. Moreover, an extended discussion of the numerical implementation of our methods, along with various three dimensional reconstructions of objects will be included in section 8. Finally, conclusions will be presented in section 9 as well as possible future research.

2. Formulation of the direct and inverse scattering problem

In this section, we briefly formulate the direct and inverse acoustic scattering problem. We closely follow the description of [1] and refer the reader to [1] for more details.

First, we let $D \subset \mathbb{R}^3$ be a bounded domain with sufficiently smooth boundary $\partial D$. We denote by $\mathbf{v}$ the unit normal vector to the boundary $\partial D$ which is assumed to be directed into the exterior of $D$. The exterior $\mathbb{R}^3 \setminus \bar{D}$ of the scatterer is assumed to be connected. It is an infinite homogeneous isotropic non-absorbing acoustic medium characterized by mass density $\rho_e$, mean compressibility $\kappa_e$, and sound speed $c_e = 1/\sqrt{\kappa_e \rho_e}$. The medium occupying the interior of the scatterer $D$ is characterized similarly by the parameters $\rho_1$, $\kappa_1$, and $c_1 = 1/\sqrt{\kappa_1 \rho_1}$. The scatterer is excited by a time-harmonic acoustic plane wave

$$u^{inc}(\mathbf{x}; \hat{d}) = e^{ik_e \mathbf{x} \cdot \hat{d}}, \quad \mathbf{x} \in \mathbb{R}^3,$$

(1)

propagating in the direction $\hat{d} \in S^2$ of unit length, where $S^2 := \{ \mathbf{x} \in \mathbb{R}^3; |\mathbf{x}| = 1\}$ denotes the unit sphere, and where $k_e = \omega/c_e$ is the wave number of the acoustic waves in the host medium.

The interference of the incident wave (1) with the penetrable scatterer leads to the creation of two secondary fields. The first is the scattered field $u^{sc}(\mathbf{x})$, which is defined in the exterior and it propagates outwards. The second is the transmitted field $u^{inf}(\mathbf{x})$, which is defined in the interior of the scattering obstacle. The total acoustic field in the
Hence, the exterior of the scatterer is given by the superposition of the scattered and the incident field.

Now, we briefly describe the direct acoustic transmission scattering problem, transmission problem (TP) for short. Find the two functions $u^{\text{int}} \in C^2(D) \cap C^1(\overline{D})$ and $u^{\text{sct}} \in C^2(\mathbb{R}^3 \setminus \overline{D}) \cap C^1(\mathbb{R}^3 \setminus D)$ satisfying the two Helmholtz equations

$$\Delta u^{\text{int}}(x) + k_1^2 u^{\text{int}}(x) = 0, \quad x \in D, \quad (2)$$
$$\Delta u^{\text{sct}}(x) + k_2^2 u^{\text{sct}}(x) = 0, \quad x \in \mathbb{R}^3 \setminus \overline{D}, \quad (3)$$

with the two transmission boundary conditions

$$u^{\text{int}}(x) - u^{\text{sct}}(x) = u^{\text{inc}}(x), \quad x \in \partial D, \quad (4)$$
$$\tau^{-1} \frac{\partial u^{\text{int}}}{\partial \hat{\nu}}(x) - \frac{\partial u^{\text{sct}}}{\partial \hat{\nu}}(x) = (\partial u^{\text{inc}}/\partial \hat{\nu})(x), \quad x \in \partial D, \quad (5)$$

and the Sommerfeld radiation condition

$$\lim_{r \to \infty} r \left( \frac{\partial u^{\text{sct}}(x)}{\partial r} - i k_e u^{\text{sct}}(x) \right) = 0, \quad r = |x|, \quad (6)$$

where $k_i = \omega/c_i$ and $k_e = \omega/c_e$ are the wave numbers of the acoustic medium filling the interior of $D$ and of the host medium, respectively. Here, $\tau := \rho_i/\rho_e \in \mathbb{R}^+$ is the mass density ratio of the two media. It is well known that problem (2)–(6) constitutes a well-posed BVP [13,15,26].

The problem at hand can be solved by using Green’s representation formula, since any radiating solution $v \in C^2(\mathbb{R}^3 \setminus \overline{D}) \cap C^1(\mathbb{R}^3 \setminus D)$ to the Helmholtz equation can be represented by (see [14, Theorem 2.4])

$$v(x) = \int_{\partial D} \left[ v(y) \frac{\partial \Phi_a(x, y)}{\partial \hat{\nu}(y)} - \frac{\partial v(y)}{\partial \hat{\nu}} \Phi_a(x, y) \right] ds(y), \quad x \in \mathbb{R}^3 \setminus \overline{D}, \quad (7)$$

where $\Phi_a(x, y), \ a = \{\text{e}, \text{i}\}$ denotes the fundamental solution of the Helmholtz equation with wavenumber $k_a$. It is given by

$$\Phi_a(x, y) = \frac{\exp[i k_a |x - y|]}{4\pi |x - y|}, \quad x, y \in \mathbb{R}^3, \ x \neq y. \quad (8)$$

The far-field pattern of $\Phi_e(x, y)$ is given by (see [14, Theorem 2.5])

$$\Phi_e^\infty(\hat{x}, y) := \frac{1}{4\pi} \exp\left\{ -i k_e \hat{x} \cdot y \right\}. \quad (9)$$

Hence, the far-field pattern $u^\infty: S^2 \times S^2 \to \mathbb{C}$ is calculated by (see [14, Theorem 2.5])

$$u^\infty(\hat{x}; \hat{d}) = \frac{1}{4\pi} \int_{\partial D} \left[ u^{\text{sct}}(y; \hat{d}) \frac{\partial \exp[-i k_e \hat{x} \cdot y]}{\partial \hat{\nu}(y)} - \partial u^{\text{sct}}(y; \hat{d}) / \partial \hat{\nu}(y) \right] ds(y), \quad \hat{x} \in S^2. \quad (10)$$
Next, we briefly describe the *inverse acoustic transmission scattering problem* as follows. Given the far-field patterns $u^\infty(\hat{x}; \hat{d})$ for scattering from an isotropic and homogeneous penetrable scatterer for all directions of observation $\hat{x} \in S^2$ and all directions of incidence $\hat{d} \in S^2$, the purpose is to reconstruct the shape of the unknown scatterer $D$. Note that from the theoretical point of view this inverse problem is uniquely solvable (see [25]).

A key ingredient for the solution of this inverse problem is the linear integral operator

$$\mathcal{F}g(\hat{x}) := \int_{S^2} u^\infty(\hat{x}; \hat{d}) g(\hat{d}) \, ds(\hat{d}), \quad \hat{x} \in S^2,$$

(11)

henceforth called the far-field operator, where the kernel is formed by the far-field patterns. Note that this operator is compact, since the far-field pattern is an analytic function in both of its variables. The Linear Sampling method (LSM) looks for a function $g \in L^2(S^2)$ such that

$$\mathcal{F}g(\hat{x}) = \Phi^\infty_\epsilon(\hat{x}, z), \quad \hat{x} \in S^2$$

(12)

has a solution, where $z$ is an arbitrarily chosen sampling point. Roughly, for a set of sampling points $z \in \mathbb{R}^3$, the Linear Sampling method looks for the solution of the far-field equation (12), exploiting the fact that the norm of approximate solutions of the far-field equation becomes large when $z \to \partial D$ and can therefore be used as an indicator of the shape of $D$. However, we notice that, due to the compactness of the far-field operator, the problem of solving the far-field equation is ill-posed. Thus, in general this equation does not necessarily have any solution [12]. Even so it can be proved the existence of nearby solutions $g_\epsilon(\cdot, z) \in L^2(\Omega)$ in the sense that

$$\|\mathcal{F}g_\epsilon(\cdot, z) - \Phi^\infty_\epsilon(\cdot, z)\| \leq \epsilon,$$

(13)

where $\epsilon$ is a small parameter independent of $z$, such that

$$\lim_{z \to \partial D, z \in \partial D} \|g_\epsilon\|_{L^2(\Omega)} = \infty.$$

(14)

Based on these results, the linear sampling method looks for stable solutions of the far-field equation obtained through some regularization method, looking for those solutions that blow up as $z$ approaches $\partial D$.

Another way to characterize the scatterer $D$ is in terms of a range test due to Kirsch [24] involving an appropriate factorization of the far-field operator. In particular, the following linear operator equation is used in place of (12)

$$[(\mathcal{F}^* \mathcal{F})^{1/4} g](\hat{x}) = \Phi^\infty_\epsilon(\hat{x}, z), \quad \hat{x} \in S^2,$$

(15)
and the range test reads “a grid point $z \in D$ if, and only if, $\Phi_{\omega}^\infty(\hat{x}, z) \in R((\mathcal{F}^*\mathcal{F})^{1/4})$.”

In terms of a singular system of the far-field operator, $\{\sigma_j^f, u_j^f, v_j^f\}, j \in \mathbb{N}$, a grid point $z$ satisfies the range test if, and only if, the series $\sum_{j=1}^{\infty} |\beta_j^f|^2/\sigma_j^f$ is convergent, where $\beta_j^f$ stands for the Fourier coefficient of $\Phi_{\omega}^\infty(\hat{x}, z)$ with respect to $v_j^f$, in which case the solution of (15) is $g_z = \sum_{j=1}^{\infty} (\beta_j^f/\sqrt{\sigma_j^f})u_j^f$. Equivalently, $z \in D$ if, and only if, $\|g_z\|^2 = \sum_{j=1}^{\infty} |\beta_j^f|^2/\sigma_j^f < \infty$. Thus, the characterization of the object can be done by inspecting gridpoints $z$ for which the norm $\|g_z\|^2$ becomes arbitrarily large. However, due to the compactness of the far-field operator, the problem of solving (15) is also ill-posed and some regularization is needed in order to compute stable solutions. The same idea is followed when Kirsch’s method is implemented in a finite dimensional framework.

3. Projection approach for the linear sampling method

The purpose of this section is to outline a projection approach for approximately solving the far-field equation through Tikhonov regularization, which will be the basis for our linear sampling method based projection approach for 3D object reconstruction. We start by considering the linear equation

$$\mathcal{A}g = h,$$

(16)

where $\mathcal{A}$ is a linear and bounded operator with non-closed range from a Hilbert space $X$ into a Hilbert space $Y$ and $g$ is assumed to belong to the range space of $\mathcal{A}$. As this equation is ill-posed, regularization methods are required for its numerical treatment. Perhaps the most immediate way to generate stable approximations to $g^\dagger = \mathcal{A}^\dagger h$, is by a projection method where we approximate the space $X$ by a finite-dimensional subspace $X_k$ under the assumption that

$$X_1 \subset X_2 \subset \cdots, \text{ with } \bigcup_{k=1}^{\infty} X_k = X,$$

(17)

and generate approximations to $g^\dagger$ by determining the minimal norm solution to

$$\mathcal{A}_kg = h,$$

(18)

which we denote by $g^{(k)}$, where $\mathcal{A}_k = \mathcal{A}\mathcal{P}_k$ and $\mathcal{P}_k$ is the orthogonal projector of $X$ onto $X_k$. Even if $f^{(k)}$ does not converge to $f^\dagger$ as $k \to \infty$ in general, it turns out that when convergence holds and the subspace $X_k$ is properly chosen, the most important features of $f^\dagger$ are quickly captured for small $k$ in $g^{(k)}$. For conditions that guarantee convergence of $g^{(k)}$ to $g^\dagger$ as $k \to \infty$, the reader is referred to Groetsch [19] and Engl et al. [16].
We emphasize that regularization is necessary when solving the far-field equation as in practice the integral operator is affected by measurement noise. Hence a projection approach as described before could be used in order to construct stable approximations to the solution of the far-field equation. However, it is well known that for noisy data, better results are obtained by combining the projection method with an additional regularization method such as Tikhonov regularization. The Tikhonov regularized solution to the ill-posed problem (16) is defined by

$$g_\lambda = \arg\min_{g \in X} \{ \|Ag - h\|^2 + \lambda^2\|g\|^2 \} ,$$  
(19)

where $\lambda > 0$ is the regularization parameter. The regularization parameter determines how close $g_\lambda$ is to the noise free solution of (16), and should therefore be carefully chosen. Postponing the choice of the regularization parameter to later on, for our projection approach we assume again that $X_k$ is an expanding sequence of finite-dimensional subspaces of $X$ whose union is dense in $X$. We can then generate finite-dimensional approximations $g^{(k)}_\lambda$ to $g^\dagger$ by minimizing the Tikhonov functional $g \mapsto \|Ag - h\|^2 + \lambda^2\|g\|^2$ over $X_k$. This problem is equivalent to solving the “projected problem”

$$g^{(k)}_\lambda = \arg\min_{g \in X} \{ \|A_kg - h\|^2 + \lambda^2\|g\|^2 \} ,$$  
(20)

with $A_k$ and $P_k$ as before. For the case when the operator is free of noise it can be proved that $g^{(k)}_\lambda \to A^\dagger h$ as $\lambda \to 0$ and $k \to \infty$ simultaneously only if $\lambda$ and $k$ are related in a proper way, the success of this depending on how well $A_k$ approximates $A$, or equivalently how quickly the number

$$\gamma_k = \|A(I - P_k)\|$$  
(21)

becomes small. Obviously convergence is not an issue when we are dealing with discrete counterparts of the ill-posed problem (16) since in this case the linear operator has finite rank. However, for large-scale problems, the condition $\gamma_k \approx 0$ will become crucial for the projection approach to be successful: the smaller the dimension of $X_k$ for which $\gamma_k \approx 0$, the better the results of the projection approach. This is the central observation on which the projection approach is based.

We end the section with a very simple description of the linear sampling method based projection approach we have in mind. Basically, it comprises the following steps:

(i) Choose a subspace $X_k$.

(ii) For each grid point $z$ solve the projected problem (20) associated to either the far-field equation (12) or (15) in conjunction with an appropriate Tikhonov parameter choice rule.

(iii) Determine the scatterer $D$ by inspecting for which gridpoints $z$ the norm $\|g_{\lambda,z}\|$ becomes large.
The effectiveness of the projected approach will be demonstrated by numerical examples later.

4. On the selection of the Tikhonov regularization parameter

For the numerical realization of the linear sampling method the far-field equation has to be discretized. The main difficulty here is that, since the original problem is ill-posed, the linear system representing the discrete counterpart of (12) is ill-conditioned and characterized by numerical instability. Thus to obtain stable approximate solutions of the continuous problem, an appropriate regularization method should be used. Henceforth, we shall assume that the unit sphere is discretized using a triangular mesh containing \( N \) vertices (which are also used as directions for the plane incident waves) and that the far-field equation is discretized by following the scheme described in [10], giving rise to a system of \( N \times N \) linear equations

\[
F g_z = r_z, \quad F \in \mathbb{C}^{N \times N},
\]

where \( r_z \in \mathbb{C}^N \) is a discrete version of \( \Phi^{\infty}_e(\tilde{\ell}, z) \) and \( F \) denotes the far-field matrix. Thus, for the implementation of the linear sampling method, the Tikhonov regularized solution is

\[
g_{\lambda, z} = \arg\min_{g \in \mathbb{C}^N} \{ \| \tilde{F} g - r_z \|_2^2 + \lambda^2 \| g \|_2^2 \}
\]

where \( \lambda \) is the regularization parameter and \( \tilde{F} \) is a perturbed far-field matrix: \( \tilde{F} = F + E \). The choice of \( \lambda \) has been made via Morozov’s generalized discrepancy principle (GDP) [9, 10,20]. GDP chooses as regularization parameter the only root of the nonlinear equation

\[
G(\lambda) = \| \tilde{F} g_{\lambda, z} - r_z \|_2^2 - \delta_F^2 \| g_{\lambda, z} \|_2^2 = 0
\]

where \( \delta_F \) is an estimate for \( \| E \| \) such that \( \| E \| \leq \delta_F \). The function \( G \) is increasing and has a unique root under mild conditions [28]. Additionally, \( G \) is convex for small \( \lambda \) and concave for large \( \lambda \). As a result global and monotone convergence of Newton’s method cannot be guaranteed [32]. To overcome this difficulty, Lu et al. [28] transformed equation (24) into one that depends on two free parameters \( (\eta, \nu) \) and perform an analysis to determine the set of parameters that ensure global convergence of Newton’s method. Numerical examples reported in [28] suggest that among the pairs \( (\eta, \nu) \) that guarantee convergence, there must be a pair for which the iteration converges faster, but the determination of such a pair is still lacking.

GDP works well when \( \| E \| \) is accurately estimated but this may not be the case in real life applications. There exist some alternative parameter selection criteria that avoid knowledge of the noise level, referred to as heuristic rules, which have also been used in inverse scattering; these include the L-curve method [22,31] and a Fixed-point method
Recently, Fares et al. [17] developed a new heuristic algorithm, the SVD-tail, based on the combined presence of error in the operator and eigenvalue clusters corresponding to a singular subspace associated with a few small singular values. SVD-tail is proven efficient since the point-wise solution of the far-field equation is never explicitly constructed; one of its disadvantages though is that the quality of the reconstruction depends on the chosen dimension of the singular subspace.

More recently, Bazán et al. [7] introduced the so-called maximum product criterion (MPC) which defines as regularization parameter a solution to the problem

\[
\lambda = \text{argmax}_{\lambda > 0} \{ \Psi(\lambda) \}, \quad \Psi(\lambda) = x(\lambda)y(\lambda),
\]

(25)

where

\[
y(\lambda) = \|g_{\lambda,z}\|^2, \quad x(\lambda) = \|r_z - \tilde{F}g_{\lambda,z}\|^2_2.
\]

Existence of a maximum is always guaranteed when the far-field matrix is nonsingular as in such a case \(\Psi(\lambda) \geq 0\) and \(\Psi(0) = 0 = \lim_{\lambda \to \infty} \Psi(\lambda)\). The main virtue of MPC (illustrated on 2D reconstruction problems in [7]) is to deliver regularized solutions of large norm for \(z\) outside \(D\) and regularized solutions of small norm for \(z\) inside, a necessary condition for LSM to produce good reconstructions. From the practical point of view, under the assumption that \(\Psi\) has a unique maximizer, the authors in [7] show that such a maximizer can be determined by applying some root finder to the nonlinear equation

\[
\varphi(\lambda) = x(\lambda) - \lambda^2y(\lambda) = 0.
\]

(27)

However, MPC can fail when the function \(\Psi\) has several local maxima. Difficulties arise since, depending on factors such as the chosen root finder, the chosen initial guess, etc., the regularization parameter determined in this way may not guarantee the success of LSM. To overcome these difficulties, Bazán et al. [3] introduced an improved version of MPC (IMPC) based on a fast fixed-point algorithm. For medium size problems, all the above selection criteria can be readily implemented using the singular value decomposition (SVD) of \(\tilde{F}\).

Having reviewed current selection criteria for the Tikhonov regularization parameter in connection with inverse scattering, we will now concentrate on new algorithms for determining this parameter for the case when the far-field matrix is such that the use of SVD-based approaches is prohibitive, while the projection approach is well suited. As indicated in the Introduction, the main idea of our methods is to approximate the regularized solution \(g_\lambda\) by using a sequence of regularized solutions \(g^{(k)}_\lambda\) in appropriate Krylov subspaces of increasing dimension. By doing so, the regularization parameter for the projected problem will now involve only \(k\) variables, and can be determined efficiently at low computational cost using a direct method such as the SVD of a small matrix.
5. Linear sampling method based projection approach equipped with GDP

As already commented, when using GDP errors $\delta_F$ are taken into account and the regularization parameter is chosen as the unique root of the equation $G(\lambda) = 0$. Existence and uniqueness of such solution follows as $G$ is a monotonically increasing continuous function of $\lambda$ since $x(\lambda)$ and $y(\lambda)$ are monotonic [7,3]. Thus, $G$ will have a unique root as long as

$$\lim_{\lambda \to 0^+} G(\lambda) = \delta_0^2 - \delta_F^2 \|g_{LS}\|^2_2 < 0,$$

(28)

where $g_{LS}$ denotes the unregularized solution of (22) and $\delta_0$ denotes the norm of the incompatible component of $r_x$ that lies outside the range subspace of $\tilde{F}$. Consequently, imposing the reasonable condition that $\delta_F \ll \sigma_1(F)$, the discrepancy equation $G(\lambda) = 0$ will have a unique solution as long as the noise $\delta_F$ satisfies

$$\frac{\delta_0}{\|g_{LS}\|^2_2} < \delta_F \ll \sigma_1(F).$$

(29)

If the far-field matrix $\tilde{F}$ is nonsingular, as seen frequently when the noise is random, then $\delta_0 = 0$ and the left inequality is satisfied automatically. The right inequality holds true when the amount of noise $\delta_F$ is small. From here on we will assume that $\tilde{F}$ is always nonsingular and concentrate on a method for solving the discrepancy equation. Let the singular value decomposition (SVD) of $\tilde{F}$ be

$$\tilde{F} = U \Sigma V^H$$

(30)

where $^H$ denotes conjugate transpose, $U = [u_1, \ldots, u_N]$, $V = [v_1, \ldots, v_N]$ are orthonormal matrices, and $\Sigma = \text{diag}(\sigma_1, \ldots, \sigma_N)$, with $\sigma_1 \geq \sigma_2 \geq \cdots \geq \sigma_N$. Based on the SVD of $\tilde{F}$ and (26), the discrepancy equation is shown to be

$$G(\lambda) = \sum_{i=1}^{N} \frac{(\lambda^4 - \delta_F^2 \sigma_i^2) \alpha_i}{(\sigma_i^2 + \lambda^2)^2},$$

(31)

where $\alpha_i = |u_i^H r_x|^2$. As already commented, this function is convex for small $\lambda$ and concave for large $\lambda$ and thus global convergence of Newton’s method cannot be guaranteed [32]. The following result shows that the unique root of the discrepancy equation can be computed through a fixed-point algorithm.

**Theorem 5.1.** For $\lambda > 0$ let $\vartheta(\lambda) = \frac{\|\tilde{F} g_\lambda - \tilde{r}_x\|^2}{\delta_F \|g_\lambda\|^2_2}$ and $\zeta(\lambda) = \frac{\lambda}{\sqrt{\vartheta(\lambda)}}$. Assume that (29) holds true. Then the following properties hold:

a) The parameter chosen by GDP, $\lambda_{GDP}$, is the unique root of the nonlinear equation $\vartheta(\lambda) = 1$. 


b) \( \zeta \) is a monotonically increasing function having a unique nonzero fixed-point at \( \lambda = \lambda_{\text{GDP}} \) such that \( \zeta(\lambda) \geq \lambda \) if \( 0 < \lambda \leq \lambda_{\text{GDP}} \), and \( \zeta(\lambda) \leq \lambda \) if \( \lambda \geq \lambda_{\text{GDP}} \).

c) For given \( \lambda_0 > 0 \) consider the sequence \( \{\lambda_j\} \) defined by

\[
\lambda_{j+1} = \zeta(\lambda_j), \ j \geq 0.
\]

Then \( \lim_{j \to \infty} \lambda_j = \lambda_{\text{GDP}} \) irrespective of the initial guess chosen.

**Proof.** Recall from [3, Lemma 3.1] that both \( \vartheta(\lambda) \) and \( \zeta(\lambda) \) are increasing functions. Using this result together with the observation that \( \vartheta(\lambda) = 1 \) is another way of writing (24) item a) follows.

For the proof of item b) we first notice that since \( \lambda_{\text{GDP}} \) is a solution of \( \vartheta(\lambda) = 1 \), then

\[
\zeta(\lambda_{\text{GDP}}) = \frac{\lambda_{\text{GDP}}}{\sqrt[4]{\vartheta(\lambda_{\text{GDP}})}} = \lambda_{\text{GDP}}.
\]

This shows that \( \lambda_{\text{GDP}} \) is a fixed-point of \( \zeta \). Conversely, if \( \lambda^* \) is a fixed-point of \( \zeta \), which means \( \zeta(\lambda^*) = \lambda^* \), then it follows that \( \vartheta(\lambda^*) = 1 \) and, due to item a), we obtain \( \lambda^* = \lambda_{\text{GDP}} \). This implies that \( \zeta \) has a unique nonzero fixed-point at \( \lambda = \lambda_{\text{GDP}} \).

We now proceed with the observation that \( \zeta'(\lambda_{\text{GDP}}) < 1 \), which we prove by contradiction. In fact, assume \( \zeta'(\lambda_{\text{GDP}}) \geq 1 \). Then since \( \vartheta(\lambda_{\text{GDP}}) = 1 \) by item a) and since

\[
\zeta'(\lambda) = (\vartheta(\lambda))^{1/2} - \frac{\lambda}{2} \vartheta'(\lambda)(\vartheta(\lambda))^{-3/2},
\]

taking \( \lambda = \lambda_{\text{GDP}} \) we obtain

\[
1 \leq \zeta'(\lambda_{\text{GDP}}) = 1 - \frac{\lambda_{\text{GDP}}}{2} \vartheta'(\lambda_{\text{GDP}}),
\]

or equivalently \( \vartheta'(\lambda_{\text{GDP}}) \leq 0 \), which is a contradiction as \( \vartheta \) is increasing. Therefore we must have \( \zeta'(\lambda_{\text{GDP}}) < 1 \). Using this property, the monotonicity of \( \zeta \) and the fact \( \zeta \) has a unique nonzero fixed-point, we conclude that \( \zeta(\lambda) \geq \lambda \) if \( 0 < \lambda \leq \lambda_{\text{GDP}} \) and \( \zeta(\lambda) \leq \lambda \) if \( \lambda \geq \lambda_{\text{GDP}} \). This ends the proof of item b).

Finally, since \( \zeta \) is also an increasing function it follows that \( \{\lambda_k\} \) will be either an increasing sequence if \( \lambda_0 < \lambda_{\text{GDP}} \) or a decreasing sequence if \( \lambda_0 > \lambda_{\text{GDP}} \). This concludes the proof. \( \square \)

Our fixed-point algorithm for determining the regularization parameter \( \lambda_{\text{GDP}} \) can be outlined as follows.
GDP-FP algorithm:

**Input data:** $\tilde{F}$, $r_z$, $\varepsilon$, and $\delta_A$.

1. Compute the SVD of $\tilde{F}$.
2. Set $j = 0$ and take, e.g., $\lambda_0 = \sigma_1$.
3. Compute $\lambda_{j+1} = \zeta(\lambda_j)$ with $\zeta$ being defined in Theorem 5.1.
4. If $|\lambda_{j+1} - \lambda_j| \geq \varepsilon|\lambda_j|$
   - do $j \leftarrow j + 1$ and go to 3.
   - else stop.
5. Compute $g_{\lambda,z}$.

Full computation of the SVD of $\tilde{F}$ is quite expensive and thus unreliable for large-scale problems. For large-scale problems, we will see that projection methods are reliable options.

5.1. General projection approach for computing regularization parameter chosen by GDP

We shall now construct approximations to the regularized solutions $g_{\lambda_{GDP},z}$ for the case where the dimension of the far-field matrix $\tilde{F}$ is such that the computation of its SVD is infeasible or unattractive. As in Hilbert space settings, we consider an increasing sequence of $k$-dimensional subspaces $X_k$ of $\mathbb{C}^N$ and generate a sequence of approximations $\tilde{\lambda}^{(k)}$ to $\lambda_{GDP}$ by solving “the projected discrepancy equation”

$$G^{(k)}(\lambda) = \|\tilde{F}g_{\lambda,z}^{(k)} - r_z\|_2^2 - (\delta_F^2\|g_{\lambda,z}^{(k)}\|_2)^2 = 0,$$

where for $\lambda > 0$ and $k \geq 1$, $g_{\lambda,z}^{(k)}$ solves the regularized projected problem

$$g_{\lambda,z}^{(k)} = \arg\min_{g \in X_k} \left\{ \|\tilde{F}g - r_z\|_2^2 + \lambda^2\|g\|_2^2 \right\}$$

in which $\tilde{F}_k = \tilde{FP}_k$, with $P_k$ being the orthogonal projector onto the subspace $X_k$. Let $\{u_j^{(k)}, \sigma_j^{(k)}, v_j^{(k)}\}$, $j = 1, \ldots, k$, be a singular system for $\tilde{F}_k$. Then the projected discrepancy equation reads

$$G^{(k)}(\lambda) = \sum_{i=1}^{k} \frac{(\lambda^4 - \delta_F^2[\sigma_i^{(k)}]^2)\sigma_i^{(k)}}{([\sigma_i^{(k)}]^2 + \lambda^2)^2} + [\delta_0^{(k)}]^2 = 0,$$

where $\delta_0^{(k)}$ is defined in the same way as $\delta_0$ is defined in (28) and $\alpha_i^{(k)} = |u_j^{(k)}^Hr_z|^2$. It is clear that for $k \ll N$ evaluation of $G^{(k)}(\lambda)$ will be significantly cheaper than evaluation of $G(\lambda)$. Thus, if $G^{(k)}(\lambda)$ is close to $G(\lambda)$ in some interval containing the root of $G$ and $k \ll N$, good approximations to $\lambda_{GDP}$ can be quickly obtained from (35). This justifies, to some extent, the use of the projection approach in solving large-scale problems. The
success of this undertaking depends on a proper selection of the subspace $X_k$ and on the simplicity as the projected problem is solved. As for the first requirement, a careful look at the functions $G(\lambda)$ and $G^{(k)}(\lambda)$ reveals that for these functions remain close to each other in a certain interval $a \leq \lambda \leq \sigma_1$, the singular $\sigma_j$ contained in that interval must be approximated well by the singular values $\sigma_j^k$. In other words, what matters here is that the selection of the subspace $X_k$ should be made so that the operator $\tilde{F}_k$ can capture as many dominant singular values of $\tilde{F}$ as possible.

To illustrate the potential of the projection approach in connection with GDP, for $k \geq 1$ consider the sequence of functions $\vartheta^{(k)} : \mathbb{R}^+ \to \mathbb{R}$, $k = 1, \ldots, N$, defined by

$$
\vartheta^{(k)}(\lambda) = \frac{\|r^{(k)} - \tilde{F}_k g^{(k)}_{\lambda,z}\|_2}{\delta_F \|g^{(k)}_{\lambda,z}\|_2} \equiv \frac{\rho^{(k)}(\lambda)}{\delta_F \eta^{(k)}(\lambda)}. \quad (36)
$$

Notice that determining roots of the projected discrepancy equation is equivalent to determining roots of the nonlinear equation $\vartheta^{(k)}(\lambda) = 1$ and that this equation may or may not have any root. However, we can deduce that a sufficient condition for the existence of roots of $G^{(k)}(\lambda)$ is

$$
\frac{\rho_0^{(k)}}{\|g^{(k)}_{\lambda,S}\|_2} < \delta_F \ll \sigma_1(F). \quad (37)
$$

The promising potential of the projection approach is illustrated in Fig. 1 where for $X_k$ we have selected the Krylov subspace $\mathcal{K}_k(\tilde{F}^H \tilde{F}, \tilde{F}^H r_z)$ generated by the Golub–Kahan bidiagonalization (GKB) algorithm [8,18]. Notice that in a wide range of $\lambda$ values which include the parameter $\lambda_{GDP}$, the functions $\vartheta^{(k)}$ remain remarkably close to $\vartheta$ even for small $k$. For this example, a subspace of dimension $k = 18$ suffices to determine good approximation to the root of the original problem. A way to understand this success is by inspecting the closeness between the far-field matrix $\tilde{F}$ and the projected one $\tilde{F}_k = FP_k$. 

![Fig. 1. Typical behavior of functions $\vartheta(\lambda)$ and $\vartheta^{(k)}(\lambda)$ for data from an inverse scattering problem with noisy far-field matrix of order $512 \times 512$ such that $\delta_F = \|\tilde{F} - F\|_2 = 2.5 \times 10^{-3}$. The regularization parameter $\lambda_{GDP}$ is marked with a small circle and obtained intersecting the curve $z = \vartheta(\lambda)$ with the line $z = 1.$](image-url)
Fig. 2. Comparison of $\sigma_{k+1}$ and $\gamma_k$ for integer $k$ ranging from 1 to 50.

as done by the number $\gamma_k = \| \tilde{F} - \tilde{F}_k \|_2$, see eq. (21). Number $\gamma_k$ associated to the GKB algorithm has been investigated by Bazán et al. in [6]. The main conclusions of these authors is that $\gamma_k$ decreases with $k$, $\gamma_k \geq \sigma_{k+1}$, with the inequality becoming an equality when $X_k$ is the dominant $k$-dimensional subspace generated by the first $k$ right singular vectors of $\tilde{F}$. These properties are illustrated in Fig. 2. Notice that $\gamma_k$ becomes small for moderate $k$; this explains both the closeness between $\vartheta^{(k)}$ and $\vartheta$ for $k = 18$ and for a range of $\lambda$ values containing the regularization parameter $\lambda_{GDP}$, as seen in Fig. 1, and the success of the GKB algorithm when solving discrete ill-posed problems [4,22].

Besides the remarkable closeness between $\tilde{F}_k$ and $\tilde{F}$ for moderate $k$, perhaps the most important consequence of using the GKB algorithm in inverse scattering is that the information captured in the Krylov subspace can be used to implement the Linear Sampling method based on the computation of the roots of the projected discrepancy function, with the observation that the subspace needs to be calculated no more than once. Before we describe this implementation we will show how to efficiently solve the projected problem.

**Lemma 5.2.** Let the columns of $V_k$ form an orthonormal basis of the subspace $X_k$. Then the regularized solution $g^{(k)}_{\lambda,z}$ and the corresponding residual $r^{(k)}_\lambda = r_z - \tilde{F}y^{(k)}_{\lambda}$ satisfy

$$g^{(k)}_{\lambda,z} = V_ky^{(k)}_{\lambda}, \quad y^{(k)}_{\lambda} = \left( V_k^H \tilde{F}^H \tilde{F} V_k + \lambda^2 I_N \right)^{-1} V_k^H \tilde{F}^H r_z, \quad (38)$$

$$r^{(k)}_\lambda = r_z - \tilde{F}_k g^{(k)}_{\lambda,z}. \quad (39)$$

Consequently, $\|g^{(k)}_{\lambda,z}\|_2 = \|y^{(k)}_{\lambda}\|_2$.

**Proof.** The regularized solution of the projected problem (34) reads

$$g^{(k)}_{\lambda,z} = \left[ (\tilde{F} P_k)^H (\tilde{F} P_k) + \lambda^2 I_N \right]^{-1} (\tilde{F} P_k)^H r_z. \quad (40)$$
Using the SVD it is straightforward to see that for each matrix $A \in \mathbb{C}^{m \times n}$ it holds

$$(A^H A + \lambda I_n)^{-1} A^H = A^H (A A^H + \lambda I_m)^{-1}.$$ (41)

The assertion of the lemma in (38) follows by using the above property twice in (40). The assertion in (39) follows automatically. □

A brief description of LSM based on a general projected approach might go as follows.

**Linear Sampling Method based on GDP and a general projection approach (LSM-PGDP)**

1. Select a grid point $z \in \mathbb{R}^3$.
2. Determine a subspace $X_j$, $j \geq 1$, such that condition (37) is fulfilled and compute the root $\lambda^{(j)}_{\text{GDP}}$ of $G^{(j)}(\lambda)$.
3. Do $j \leftarrow j + 1$, repeat step 2 and stop when $\lambda^{(j)}_{\text{GDP}}$ stagnates.
4. After $\lambda^{(j)}_{\text{GDP}}$ stagnates set $k = j + p$, $p \geq 0$, and construct subspace $X_k$.
5. Apply LSM to the regularized “projected problem” (34) with $X_k$ as subspace.

**Remark.** There are probably many ways to determine a subspace $X_j$ required at step 2 of LSM-PGDP such that (37) is fulfilled. In our approach such a subspace is determined by solving a sequence of least squares problems $g^{(j)}_{\text{LS}} = \text{argmin}_{g \in X_j} \| \hat{F}_k g - r_z \|^2$ through Krylov projection methods such as LSQR, MINRES, GMRES, etc. [29,18]. Interesting enough, these methods provide both the current approximate solution $g^{(j)}_{\text{LS}}$ and the associated subspace $X_j$. Number $p$ at step 4 is introduced to enhance the approximation properties of subspace $X_k$ and can be chosen as $p = 0$. Enhancement is important since, as $X_j$ is a Krylov subspace that depends on $r_z$ for the chosen grid point $z$, the solution of the projected problem associated to other grid point may not be satisfactory if the dimension $j$ is not increased in order to improve the information contained in the subspace. We will return to this point after our projection based approach for LSM is further discussed later on.

The main result of the section asserts that the regularization parameter $\lambda_{\text{GDP}}$ can be approximated monotonically by a sequence of roots of $\vartheta^{(k)}(\lambda)$ or equivalently by a sequence of fixed-points of a related function. This can be seen as follows. For fixed $z$ let $\zeta^{(k)} : \mathbb{R}^+ \rightarrow \mathbb{R}$, $k = 1, \ldots, N$, be defined by

$$\zeta^{(k)}(\lambda) = \frac{\lambda}{\sqrt{\vartheta^{(k)}(\lambda)}}.$$ (42)

The following theorem describes how the sequence $\zeta^{(k)}$ relates to the function $\zeta$ of the original and large-scale problem and shows that $\zeta^{(k)}$ always has a unique nonzero fixed-point that approximates $\lambda_{\text{GDP}}$ from below.
Theorem 5.3. Under the assumption that for $\lambda > 0$

$$\|g^{(k+1)}_\lambda\| \geq \|g^{(k)}_\lambda\|, \quad \|f^{(k+1)}_\lambda\| \leq \|f^{(k)}_\lambda\|, \quad k = 1, \ldots, N - 1,$$

(43)

we have that

$$\vartheta^{(k+1)}(\lambda) \leq \vartheta^{(k)}(\lambda), \quad k = 1, \ldots, N - 1,$$

(44)

$$\zeta^{(k+1)}(\lambda) \geq \zeta^{(k)}(\lambda), \quad k = 1, \ldots, N - 1.$$

(45)

Additionally, provided that condition (37) holds for some integer $\hat{k} \geq 1$, for fixed $z$ and $k \geq \hat{k}$ we can generate a monotonic finite sequence of fixed points $\{\bar{\lambda}^{(k)}\}$ of $\zeta^{(k)}$ that converges to $\lambda_{\text{GDP}}$ in at most $N$ steps, where $\bar{\lambda}^{(k)}$ is the unique solution of the nonlinear equation $\vartheta^{(k)}(\lambda) = 1$.

Proof. Inequalities (44)–(45) are immediate consequences of (43). To prove the assertion concerning existence of fixed-point of $\zeta^{(k)}$ we first notice that, since $\rho^{(k)}$ and $\eta^{(k)}$ are monotonic [2, Section 1], it follows that $\vartheta^{(k)}(\lambda) > 0$ and $\zeta^{(k)}(\lambda) > 0$, see, e.g., [3, Lemma 3.1], and thus both $\vartheta^{(k)}$ and $\zeta^{(k)}$ are monotonically increasing functions. Next, since for $k \geq \hat{k}$ the nonlinear equation $\vartheta^{(k)}(\lambda) = 1$ has a root by assumption, this root is unique due to $\vartheta^{(k)}$ being increasing. But due to the definition of $\zeta^{(k)}$ it follows that $\bar{\lambda}^{(k)}$ is a fixed-point of $\zeta^{(k)}$ if and only if $\bar{\lambda}^{(k)}$ is the unique root of $\vartheta^{(k)}(\lambda) = 1$. This concludes the first part of the proof.

Now for given $k \geq \hat{k}$ and arbitrarily chosen initial guess $\lambda_0^{(k)} > 0$, consider the sequence $\{\lambda_j^{(k)}\}$ defined by

$$\lambda_j^{(k)} = \zeta^{(k)}(\lambda_{j-1}^{(k)}), \quad j \geq 0,$$

(46)

and let $\bar{\lambda}^{(k)} = \lim_{j \to \infty} \lambda_j^{(k)}$. Due to (43) we have

$$\zeta^{(k+1)}(\bar{\lambda}^{(k)}) \geq \zeta^{(k)}(\bar{\lambda}^{(k)}) = \bar{\lambda}^{(k)}.$$

(47)

If $\bar{\lambda}^{(k)}$ is also a fixed-point of $\zeta^{(k+1)}$ inequality (47) holds as an equality and there is nothing to prove. Assume then that $\zeta^{(k+1)}(\bar{\lambda}^{(k)}) > \bar{\lambda}^{(k)}$ and consider the sequence $\lambda_{j+1} = \zeta^{(k+1)}(\lambda_j), \quad j \geq 0$, with initial guess $\lambda_0 = \lambda^{(k)}$. Based on the fact that $\zeta^{(k+1)}$ increases as $\lambda$ increases, it follows that $\lambda_j$ forms a nondecreasing sequence, and therefore $\{\lambda_j\}$ converges to a fixed-point of $\zeta^{(k+1)}$, i.e.,

$$\lim_{j \to \infty} \lambda_j = \bar{\lambda}^{(k+1)} = \zeta(\bar{\lambda}^{(k+1)})$$

with $\bar{\lambda}^{(k+1)} \geq \bar{\lambda}^{(k)}$. Now since after $N$ steps the subspace $X_k$ becomes $\mathbb{C}^N$, it follows that $\zeta^{(N)}$ equals $\zeta$ and so $\{\bar{\lambda}^{(k)}\}$ must converge to $\lambda_{\text{GDP}}$ from below in at most $N$ steps, and the proof concludes. $\square$
Before we end the section, we emphasize again that for the success of the projection approach, the subspace $X_k$ must capture information associated with the largest singular values, as occurs, e.g., with the subspace generated by the GKB algorithm at step $k$. Of course, as the GKB algorithm proceeds, more and more information associated with the largest singular values of $\tilde{F}$ is captured [8,22]. As a result, the sequence $\zeta^{(k)}(\lambda)$ will quickly capture the information of $\zeta(\lambda)$ for a range of values of $\lambda$ inside the part of the singular spectrum of $\tilde{F}$ that is captured by the GKB algorithm in $k$ steps. This explains the excellent quality of approximation of function $\vartheta(\lambda)$ by the sequence $\vartheta^{(k)}(\lambda)$ displayed in Fig. 1. Another property in favor of the GKB algorithm is that the regularized solution and the corresponding residual satisfy property (43) [4, Theorem 2.1]. Finally, we notice that subspaces $X_k$ that do not guarantee fulfillment of condition (43) can also be used in the projection approach. The difference in this case is that the sequence $\tilde{\lambda}^{(k)}$ is not necessarily monotonic.

5.2. Implementation of LSM based projection approach equipped with GDP: use of GKB algorithm

Recall that application of $k < n$ GKB steps to $\tilde{F}$ with initial vector $r_z/\|r_z\|_2$ yields three matrices: a lower bidiagonal matrix $B_k \in \mathbb{C}^{(k+1) \times k}$ and two matrices $U_{k+1} \in \mathbb{C}^{m \times (k+1)}$ and $V_k \in \mathbb{C}^{n \times k}$ with orthonormal columns, such that

$$\beta_1 U_{k+1} e_1 = \tilde{r}_z = \beta_1 u_1,$$

$$\tilde{F} V_k = U_{k+1} B_k,$$

$$\tilde{F}^H U_{k+1} = V_k B_k^H + \alpha_{k+1} v_{k+1} e_{k+1}^T,$$

where $e_k$ denotes the $k$-th unit vector in $\mathbb{R}^{k+1}$. The columns of $V_k$ provide an orthonormal basis for the generated Krylov subspace $K_k(\tilde{F}^H \tilde{F}, \tilde{F}^H \tilde{r}_z)$, an excellent choice for use when solving ill-posed problems [8,21]. GKB iterations constitute the basis of LSQR method [29,30]. LSQR is designed to construct approximate solutions $g_z^{(k)}$ to the solution $g_{\text{LS}}$ of the least squares problem

$$g_{\text{LS}} = \arg\min_{g \in \mathbb{C}^n} \| \tilde{F} g - r_z \|_2^2$$

defined by $g_z^{(k)} = V_k y^{(k)}$, where $y^{(k)}$ solves the projected least squares problem

$$\min_{y \in \mathbb{C}^k} \| B_k y - \beta_1 e_1 \|_2.$$

In practical computations $g_z^{(k)}$ is computed via a QR factorization of $B_k$ which allows for an efficient updating of the LSQR iterates; the reader is referred to [29] for details.
LSQR is also well suited for solving the “damped least squares problem” (34) for fixed $\lambda$ [29]. In this case, the $k$-th approximate solution is taken to be

$$g^{(k)}_\lambda = V_k y^{(k)}_\lambda,$$

(53)

where $y^{(k)}_\lambda$ solves the regularized projected problem

$$y^{(k)}_\lambda = \arg\min_{y \in \mathbb{C}^k} \{ \|B_k y - \beta_1 e_1\|_2^2 + \lambda^2 \|y\|_2^2 \},$$

(54)

which can be handled efficiently using the QR factorization of $(B_k^T; \lambda I_k)^H$. On its turn, $g^{(k)}_\lambda$ can be computed using (53) or through an updating formula which does not require any storage of $V_k$, see Paige and Saunders [29]. Note that due to (48) and (49), the residual vector $r^{(k)}_\lambda = r_z - \tilde{F} g^{(k)}_{\lambda,z}$ and the regularized solution $g^{(k)}_{\lambda,z}$ satisfy

$$\|r^{(k)}_\lambda\| = \|\beta_1 e_1 - B_k y^{(k)}_\lambda\|, \quad \|g^{(k)}_\lambda\| = \|y^{(k)}_\lambda\|.$$  

(55)

In addition, if we let the singular value decomposition of $B_k$ be

$$B_k = P_k \begin{pmatrix} \Sigma_k & 0 \\ 0 & 0 \end{pmatrix} Q_k^H = \sum_{i=1}^k \sigma^{(k)}_i p_i q_i^T,$$

(56)

where $P_k \in \mathbb{C}^{(k+1) \times (k+1)}$ and $Q_k \in \mathbb{C}^{k \times k}$ are orthogonal, and $\Sigma_k = \text{diag}(\sigma^{(k)}_1, \ldots, \sigma^{(k)}_k)$ with $\sigma^{(k)}_1 \geq \sigma^{(k)}_2 \geq \cdots \geq \sigma^{(k)}_k > 0$, then it is immediate to check that

$$\|y^{(k)}_\lambda\|_2^2 = \beta_1^2 \sum_{i=1}^k \frac{[\sigma^{(k)}_i]^2 \xi^2}{\xi^2 + \lambda^2}, \quad \|r^{(k)}_\lambda\|_2^2 = \beta_1^2 \sum_{i=1}^k \frac{\lambda^4 \xi^2}{([\sigma^{(k)}_i]^2 + \lambda^2)^2} + \delta^{(k)}_0,$$

(57)

where $\xi_i$ denotes the $i$-th component of the first row of matrix $P_k$, and $\delta^{(k)}_0$ is the 2-norm of the incompatible part of $\beta_1 e_1$ that lies outside $\mathcal{R}(B_k)$. Moreover, analogously to the squared residual norm $x(\lambda)$ and the squared solution norm $y(\lambda)$, $\|r^{(k)}_\lambda\|_2^2$ increases with $\lambda$ and $\|y^{(k)}_\lambda\|_2^2$ decreases.

Thanks to Theorem 5.3 and the approximation properties of the Krylov subspace generated by the GKB algorithm, we can now construct approximations to $\lambda_{\text{GDP}}$ using a nondecreasing finite sequence of fixed-points $\lambda^{(k)}$ of $\zeta^{(k)}$. From the practical point of view, this gives rise to an algorithm for computing $\lambda_{\text{GDP}}$ and the corresponding regularized solution, which we will refer to as PGDP-FP. The main steps of PGDP-FP can be summarized as follows:
PGDP-FP:

1. Using the GKB algorithm, for a grid point $\mathbf{z}$ determine an integer $j$ such that condition (37) is satisfied.

2. Set $\ell = j$, compute the fixed-point $\bar{\lambda}^{(\ell)}$ of $\zeta^{(\ell)}$ and set $\lambda_0 = \bar{\lambda}^{(\ell)}$, $\lambda_{\text{old}} = \lambda_0$, $\ell \leftarrow \ell + 1$.

3. Perform one more GKB step and compute the fixed-point $\bar{\lambda}^{(\ell)}$ of $\zeta^{(\ell)}$ taking $\lambda_0$ as starting value.
   Set $\lambda_{\text{old}} = \lambda_0$, $\lambda_0 = \bar{\lambda}^{(\ell)}$.

4. If stopping criterion is satisfied do
   \[
   \lambda_{\text{GDP}} = \lambda_{\text{old}}
   \]
   else do
   \[
   \ell \leftarrow \ell + 1
   \]
   Go to step 3.
   end if

5. Compute the regularized solution $g^{(\ell)}_\lambda$

For practical purposes, we note that computing fixed-points for each $\ell$ requires solving the projected problem (54) for several values of $\lambda$ and for increasing values of $\ell$. This can be done following the ideas of the LSQR algorithm at a cost of approximately $O(\ell)$ arithmetic operations [30]. Moreover, since very often a fairly small number of steps is required for convergence, the overall cost of PGDP-FP is dominated by $\ell$ matrix-vector products with $\tilde{F}$ and $\tilde{F}^H$ for some moderate number $\ell$.

Taking into account the monotonicity of $\bar{\lambda}^{(\ell)}$, we choose to stop the outer iterations when the relative change of consecutive fixed-points,

\[
|\bar{\lambda}^{(\ell+1)} - \bar{\lambda}^{(\ell)}| < \epsilon \bar{\lambda}^{(\ell)},
\]

(58)
is sufficiently small, where $\epsilon$ is a tolerance parameter.

Turning to the implementation of LSM for large-scale problems, assume that a grid point $\mathbf{z} \in D$ is chosen and that the regularization parameter $\lambda_{\text{GDP}}$ is determined by PGDP-FP. When this is the case, an associated $\ell$-dimensional subspace $X_\ell$ ($k = \ell + p$, $p \geq 0$) is determined which concentrates relevant information of the far-field matrix. Then we can now design a specific method for inverse scattering problems following LSM-PGDP where the approximating subspace $X_k$ is constructed by performing $p$ extra GKB steps. For this it suffices to replace steps 1, 2, 3 and 4 of LSM-PGDP by PGDP-FP and then proceed with traditional LSM applied to the projected problem (54) with GDP as parameter choice method. However, a word of caution seems appropriate with regard to the practical implementation of the algorithm when we choose $p$ equal to or near zero. The reason is that the information captured in $X_k$ may not be sufficient to guarantee that (37) is satisfied in relation to other grid point $\mathbf{z}$, in which case the projected discrepancy
equation (33) may not have any root. A way to overcome this difficulty is by considering a modification of the projected discrepancy equation of the form

$$\hat{G}^{(k)}(\lambda) = \|\tilde{F}_k g_{\lambda,z}^{(k)} - r_z\|_2^2 - \mu_z^{(k)} 2 - (\delta_F \|g_{\lambda,z}^{(k)}\|_2)^2 = 0,$$  

(59)

where $\mu_z^{(k)}$ is the incompatibility measure of the projected far-field equation $\tilde{F}_k g = r_z$ defined as

$$\mu_z^{(k)} = \inf_{g \in X_k} \|\tilde{F}_k g - r_z\|_2.$$  

(60)

For further information about the incompatibility measure for linear operator equations, the reader is referred to A.G. Yagola [33, Chapter 2, page 29]. As for the incompatibility measure associated to the projected far-field equation, it is immediate to see that $\mu_z^{(k)}$ equals $\delta_0^{(k)}$ introduced in Eq. (35) and that $\hat{G}^{(k)}(\lambda) = G^{(k)}(\lambda) - \delta_0^{(k)}$. Additionally, using the singular system of $\tilde{F}_k$ and (35) it is not difficult to see that $\hat{G}^{(k)}$ always has a unique root $\bar{\lambda}^{(k)}$ satisfying

$$\sqrt{\delta_F \sigma_k^{(k)}} \leq \bar{\lambda}^{(k)} \leq \sqrt{\delta_F \sigma_1^{(k)}}.$$  

(61)

Summarizing, in our implementation of LSM-PGDP based on the GKB algorithm, for chosen grid point $z$ a subspace $X_k$ is determined following steps 1–4 of PGDP-FP, and then the regularization parameter is computed for the other grid points using the modified discrepancy equation (59) taking advantage of the SVD of the $(k + 1) \times k$ bidiagonal matrix $B_k$, with the observation that this decomposition needs to be computed no more than once.

6. Linear sampling method based projection approach equipped with IMPC

As the GDP can fail when the noise level $\delta_F$ is not accurately estimated, methods that do not rely on this estimate seem favorable. The purpose of this section is to introduce an LSM-based projection approach using IMPC as parameter choice rule. Recall that IMPC selects as regularization parameter the largest local maximizer $\bar{\lambda}$ of the function $\Psi(\lambda) = \|r_z - \tilde{F}_k g_{\lambda}\|_2^2 \|g_{\lambda}\|_2^2$ and that this maximizer corresponds to a fixed-point of the function $\phi(\lambda) = \|r_z - \tilde{F}_k g_{\lambda}\|_2 / \|g_{\lambda}\|_2$. The following result asserts that this maximizer can be efficiently computed through a fixed-point iteration process with appropriate iteration function.

**Theorem 6.1.** For fixed $z$ and $\lambda > 0$ consider the function $\xi : \mathbb{R}^+ \mapsto \mathbb{R}^+$ defined by

$$\xi(\lambda) = \frac{\lambda^2}{\phi(\lambda)}.$$  

(62)
Then $\xi$ increases as $\lambda$ increases and $\xi(\lambda) \leq \sigma_1$ for all $\lambda > 0$. Further, consider the sequence
\begin{equation}
\lambda_{k+1} = \xi(\lambda_k), \quad k \geq 0.
\end{equation}
Then $\lambda_k$ converges monotonically to the largest fixed point of $\xi$ as long as the initial guess $\lambda_0$ is chosen in the interval $[\sqrt[3]{3}\sigma_1, \sigma_1]$.

**Proof.** See [5].

Algorithmically, IMPC can be described as follows [5].

**Improved version of MPC algorithm (IMPC)**

**Input:** $\sigma_1$, $tol$

1. Set $k = 0$ and choose $\lambda_0$ in the interval $[\sqrt[3]{3}\sigma_1, \sigma_1]$
2. Compute $s_0 = \xi(\lambda_0)/\lambda_0$.
3. while $(|s_k - 1| > tol)$ do
   $\lambda_{k+1} = \xi(\lambda_k)$, $s_k = \lambda_{k+1}/\lambda_k$
   $k = k + 1$
end while
4. if $(\phi'(\lambda_k) > 1)$ do
   $\bar{\lambda} = \lambda_k$
elseif $(\phi'(\lambda_k) = 1)$ do
   Set $k = 0$, $\lambda_0 = 0.9 \ast \lambda_k$, and go to step 2
end if

We now consider an implementation of IMPC for large-scale problems. To this end, for fixed grid point $z$ let $\xi^{(k)} : \mathbb{R}^+ \mapsto \mathbb{R}^+$, $k = 1, \ldots, N$, be a sequence of functions defined by
\begin{equation}
\xi^{(k)}(\lambda) = \frac{\lambda^2}{\phi^{(k)}(\lambda)}, \quad \phi^{(k)}(\lambda) = \frac{||r_{\lambda} - \tilde{F}_{k}g_{\lambda,z}^{(k)}||_2}{g_{\lambda,z}^{(k)}}.
\end{equation}
As before, assume that the far-field matrix $\tilde{F}$ is nonsingular and that the subspaces $X_k$ are chosen so that condition (43) holds true. Under these assumptions it follows that $\Psi(\lambda)$ has at least a maximum, which we denote by $\bar{\lambda}$, and that
\begin{equation}
\xi(\lambda) = \xi^{N}(\lambda) \geq \xi^{N-1}(\lambda) \geq \cdots \geq \xi^{1}(\lambda).
\end{equation}
Based on both this result and the assumption that $\xi^{(k)}$ has a fixed point $\bar{\lambda}^{(k)}$ for some integer $k \geq 1$, we can follow the line of analysis of the proof of Theorem 5.3 to prove that $\bar{\lambda}^{(k)}$ converges to the largest maximizer $\bar{\lambda}$ of $\Psi$ as $k \to N$. 
6.1. Implementation of LSM based projection approach equipped with IMPC: use of GKB algorithm

Similarly to the sequence of approximations to \( \lambda_{\text{GDP}} \), the quality of the approximation of \( \tilde{\lambda}^{(k)} \) to \( \tilde{\lambda} \) will depend on how many dominant singular values of \( \tilde{F} \) are captured by \( \tilde{F}_k \); this motivates again the choice of the subspace generated by the GKB algorithm. Thus, the only issue that requires discussion is under what condition the function \( \xi^{(k)} \) has nonzero fixed-points. The difficulty here is that, as \( \hat{\phi}^{(k)}(0) > 0 \) due to (57) and \( \hat{\phi}^{(k)}(\lambda) > \lambda \) for \( \lambda > \sigma_1(B_k) \) due to [2, Lemma 1], the question about existence of fixed-points of \( \phi^{(k)} \) (hence of \( \xi^{(k)} \)) remains without definite answer. The key idea to circumvent this difficulty is to consider AR, like the case of the projected discrepancy equation, a modification of the iteration function \( \xi^{(k)} \), involving the incompatibility measure \( \mu_z^{(k)} \) and defined by

\[
\hat{\xi}^{(k)}(\lambda) = \frac{\lambda^2}{\hat{\phi}^{(k)}(\lambda)}, \quad \hat{\phi}^{(k)}(\lambda) = \sqrt{\|\tilde{F}g^{(k)}_{\lambda,z} - r_z\|^2 - \mu_z^{(k)}z^2} / \|g_{\lambda,z}\|.
\]

Since the squared incompatibility measure is subtracted from the squared residual norm, because of (57) we have that \( \hat{\phi}^{(k)}(0) = 0 \). From this result together with the fact that \( \hat{\phi}^{(k)}(\lambda) > \lambda \) for \( \lambda > \sigma_1(B_k) \), which follows from [2, Lemma 1], we conclude that \( \hat{\phi}^{(k)} \) always has a fixed point (which is also fixed-point of \( \hat{\xi}^{(k)} \)) that maximizes a related function \( \hat{\Psi}^{(k)} \) defined in obvious way and can be used to approximate the maximizer \( \tilde{\lambda} \) of \( \Psi \). Obviously, as the incompatibility measure vanishes for \( k = N \), the sequence of fixed-points computed in this way has to converge to \( \tilde{\lambda} \). For illustration purposes, a few functions \( \hat{\Psi}^{(k)} \) and corresponding iterations functions \( \hat{\xi}^{(k)} \) are displayed in Fig. 3.

Again, the remarkable closeness between \( \hat{\Psi}^{(k)}(\lambda) \) and \( \Psi(\lambda) \) for a large range of values of \( \lambda \) approaching the maximizer \( \tilde{\lambda} \) displayed in this figure is because of the approximation
properties of the Krylov subspace generated by the GKB algorithm. A similar comment applies for the fixed-points of functions $\hat{\xi}^{(k)}$ when compared to the one of $\xi$.

Having shown that the maximizer of $\Psi$ can be approximated through a sequence of fixed-points of $\hat{\xi}^{(k)}$, we can now describe our projection approach for determining the regularization parameter chosen by IMPC, which we will denote by PIMPC-FP.

**PIMPC-FP:**

1. For fixed grid point $z$ apply $q$ GKB steps to $\tilde{F}$ with starting vector 
   \[ u_1 = \frac{r_z}{\|r_z\|}. \]
2. Set $\ell = q$, compute the fixed-point $\bar{\lambda}^{(\ell)}$ of $\hat{\xi}^{(\ell)}$ and set 
   \[ \lambda_0 = \bar{\lambda}^{(\ell)}, \lambda_{\text{old}} = \lambda_0, \ell \leftarrow \ell + 1. \]
3. Perform one more GKB step and compute the fixed-point 
   \[ \bar{\lambda}^{(\ell)} \] of $\hat{\xi}^{(\ell)}$ taking $\lambda_0$ as starting value. 
   Set $\lambda_{\text{old}} = \lambda_0, \lambda_0 = \bar{\lambda}^{(\ell)}$.
4. If stopping criterion is satisfied do 
   \[ \bar{\lambda} = \lambda_{\text{old}} \]
   else do 
   \[ \ell \leftarrow \ell + 1 \]
   Go to step 3.
   end if
5. Compute the regularized solution $g_{\bar{\lambda}}^{(\ell)}$

We now turn to an implementation of LSM for large-scale inverse scattering problems based on the GKB algorithm and IMPC as root finder. Assume that for $z \in D$ the regularization parameter $\bar{\lambda}$ chosen by IMPC is determined through PIMPC-FP. Then an associated $\ell$-dimensional subspace $X_\ell$ is determined which concentrates relevant information of the far-field matrix. Our new method for large-scale inverse scattering problems follows LSM-PGDP where the approximating subspace $X_k$, $k = \ell + p$, $p \geq 0$, is constructed by performing $p$ additional GKB steps. To this end, it suffices to replace steps 1, 2, 3 and 4 of LSM-PGDP by PIMPC-FP and then proceed with traditional LSM applied to the projected problem (54) with IMPC as parameter choice method.

7. Kirsch’s method based projection approach

The discussions and approaches described before can now be used as a starting point for an implementation of Kirsch’s method for the reconstruction of 3D object that exhibit large-scale far-field matrices. We first note that in the finite dimensional framework the regularized solution for Kirsch’s method is

\[
g_{\lambda,z} = \arg\min_{g \in \mathbb{C}^n} \left\{ \| \tilde{A}^{1/4} g - r_z \|^2_2 + \lambda^2 \| g \|^2_2 \right\}
\]  
(67)
where $\tilde{A} = (\tilde{F}^H F_q^H)$. The choice of $\lambda$ has been done via Morozov’s generalized discrepancy principle (GDP) [1,3,24] and more recently via MPC [7]. For the projection approach we require the solution to the projected regularized problem given by

$$
\tilde{g}^{(k)}_{\lambda,z} = \arg\min_{g \in X_k} \left\{ \| \tilde{A}_k g - r_z \|^2 + \lambda^2\|g\|^2 \right\}
$$

in which $\tilde{A}_k = \tilde{A}^{1/4}P_k$, with $P_k$ being the orthogonal projector onto appropriate subspace $X_k$. Thus, all we need is to solve efficiently this projected problem and then proceed as in the traditional LSM based projection approach described in previous sections. For instance, if the regularization parameter is chosen by GDP, then the discrepancy equation reads

$$
\tilde{G}(\lambda) = \{ \| \tilde{A}^{1/4} g_{\lambda,z} - r_z \|_2^2 - (\delta_A \|g_{\lambda,z}\|_2)^2 \}
$$

where $\delta_A$ is a noise estimate such that $\| (F^H F)^{1/4} - (\tilde{F}^H \tilde{F})^{1/4} \|_2 \leq \delta_A$, and we have to consider the corresponding “projected discrepancy equation”

$$
\tilde{G}^{(k)}(\lambda) = \| \tilde{A}^{1/4} \tilde{g}^{(k)}_{\lambda,z} - r_z \|_2^2 - (\delta_A \|\tilde{g}^{(k)}_{\lambda,z}\|_2)^2 = 0,
$$

where $\tilde{g}^{(k)}_{\lambda,z}$ solves the regularized projected problem (68). A similar procedure should be followed if the regularization parameter is chosen by IMPC.

However, despite the simplicity of the above description, we emphasize that solving the regularized projected problem (68) is not as simple as one could wish. The major problem here is that to determine $\tilde{g}^{(k)}_{\lambda,z}$, the product of a matrix function and a vector, $f(A)b$, needs to be computed, for Hermitian $A$ and $f(t) = t^{1/4}$, $t \in \mathbb{R}^+$. Such a computation is not always straightforward for large $A$. A survey of methods for approximating matrix functions can be found in Higham’s book [23, Chapter 13]. Our approach follows the well-known Lanczos approximation to $f(\tilde{A})b$ based on the decomposition

$$
\tilde{A}V_k = V_k \tilde{T}_k + \beta_kv_{k+1}v_k^T,
$$

where the columns of $V_k = [v_1, v_2, \ldots, v_k]$, form an orthonormal basis of the Krylov subspace $K = \text{span}\{b, \tilde{A}b, \ldots, \tilde{A}^{k-1}b\}$ with $v_1 = b/\|b\|_2$,

$$
\tilde{T}_k = \begin{bmatrix}
\alpha_1 & \beta_1 \\
\beta_1 & \alpha_2 & \beta_2 \\
\ddots & \ddots & \ddots \\
\beta_{k-2} & \alpha_{k-1} & \beta_{k-1} \\
& \beta_{k-1} & \alpha_k
\end{bmatrix}
$$
and \(e_k \in \mathbb{R}^k\) denotes the \(k\)-th unit canonical vector. Then the Lanczos approximation to \(f(\tilde{A})b\) reads

\[
f(\tilde{A})b \approx V_k f(\tilde{T}_k)V_k^H b.
\]

(73)

Since \(T_k\) is Hermitian and \(k\) is expected to be small, \(f(T_k)\) can be computed efficiently using an eigendecomposition of \(\tilde{T}_k\). In addition, multiplying both sides of (71) with \(V_k^H\) we obtain \(V_k^H \tilde{A} V_k = \tilde{T}_k\). Thus, to solve the regularized projection problem we use the approximation

\[
V_k^H f(\tilde{A}) V_k \approx f(\tilde{T}_k).
\]

(74)

Approximations (73)–(74) imply that we can obtain approximations to the regularized solution for the projected problem (68) defined by

\[
g^{(k)}_{\lambda, z} = V_k y^{(k)}_{\lambda}, \quad y^{(k)}_{\lambda} = \left(\tilde{T}^{1/2} + \lambda^2 I_k\right)^{-1} \tilde{T}^{1/4} V_k^H r_z.
\]

(75)

We now make the crucial observation that, since the solution to the projected problems involves the projection matrix \(\tilde{T}_k\) which is not singular, the incompatibility measure of the projected problem vanishes. Consequently, the projected discrepancy equation will always have a unique root (under mild conditions). Similarly, the iteration function \(\zeta^{(k)}\) on which IMPC is based will always have a fixed point that can be used to approximate the sought regularization parameter. Based on this, the choice of the subspace \(X_k\) can be made following the same steps as PIMPC-FP, with the obvious replacement of GKB algorithm by the Lanczos algorithm.

8. Numerical examples

We shall now illustrate the effectiveness of the projection based approaches by presenting numerical results on reconstructions of five surfaces taken from [1, Section 4]. Our examples include an acorn-shaped surface, a cushion-shaped surface, an ellipsoid, a peanut-shaped surface, and a unit sphere. To simulate relatively large perturbed data, all examples use \(1026 \times 1026\) noisy far-field matrices

\[
\tilde{F} = F + \epsilon \|F\| \mathcal{N},
\]

where \(F\) is a synthetic “noise-free” far-field matrix, \(\mathcal{N}\) is a noise complex matrix normalized such that \(\|\mathcal{N}\|_2 = 1\) with real and imaginary parts being Gaussian, and \(\epsilon\) is an error parameter. For the numerical procedure used to generate synthetic far-field data, the reader is referred to [1, Section 4]. In the appendix we provide a way to estimate the noise level, say \(\delta\) and \(\delta_k\), based on raw data for the linear sampling method (11) and the factorization method (15) respectively. For the reconstruction we consider a uniform grid in a cube \([-t, t] \times [-t, t] \times [-t, t]\), \(t > 0\), containing the object, with \(N\) points in
each direction, and denote by \( \mathcal{Z} \) the set of all these grid points. In our numerical reconstructions we use \( t = 1.5, N = 55 \), wavenumbers \( k_e = 2, k_i = 1 \), and error parameters \( \epsilon = 0.01 \) (relative noise level 1\%) and \( \epsilon = 0.1 \) (relative noise level 10\%). As discussed before \( \|g_{\lambda,z}\| \) becomes arbitrarily large when \( z \) approaches the boundary from inside and remains large when \( z \) is outside. Based on the behavior of \( \|g_{\lambda,z}\| \), the identification of the object can be made by using the indicator function

\[
z \mapsto W_\lambda(z) = 1/\|g_{\lambda,z}\|^2 \tag{76}
\]

where \( \lambda \) is a chosen regularization parameter. Alternatively, as \( \|g_{\lambda,z}\| \) decreases with \( \lambda \), the identification of the object can also be made by using the indicator function

\[
z \mapsto \lambda(z) \tag{77}
\]

which is expected to behave qualitatively like \( W_\lambda(z) \). Indeed, if the regularization parameter is chosen by a regularization method such as GDP, due to the convergence properties of GDP and the monotonic behavior of \( \|g_{\lambda,z}\| \), large values of \( W_\lambda(z) \) correspond to large values of \( \lambda(z) \) and vice versa. Hence, both \( W_\lambda(z) \) and \( \lambda(z) \) should behave qualitatively like \( W(z) = 1/\|g_z\|^2 \) where \( g_z \) is the unique solution of \( (F^H F)^{1/4} g = r_z \). The reconstruction is then visualized by plotting the isosurface

\[
S = \{ z \in \mathcal{Z} \mid W_\lambda(z) = \tau \text{ (resp. } \lambda(z) = \tau) \},
\]

for an isovalue parameter \( \tau \) such that the level set \( S \) is a suitable visual representation of the unknown object. The isovalue parameter must satisfy \( \min_{z \in \mathcal{Z}} [W_\lambda(z)] < \tau < \max_{z \in \mathcal{Z}} [W_\lambda(z)] \) (resp. \( \min_{z \in \mathcal{Z}} [\lambda(z)] < \tau < \max_{z \in \mathcal{Z}} [\lambda(z)] \)), and can be selected by trial and error or based on heuristics, always looking for a representative of the higher values of \( W_\lambda(z) \) (resp. \( \lambda(z) \)).

As for the choice of the isovalue parameter in practice, a value that has been found to yield good reconstructions is one near the mean value of the indicator function due to Fares et al. [17], referred to as the global mean and standard deviation (GMSD) heuristic and defined as

\[
\tau = \text{mean}_{z \in \mathcal{Z}} [I(z)] + 2\text{std}_{z \in \mathcal{Z}} [I(z)], \tag{78}
\]

where \( I(z) \) stands for any of the indicator functions (76) or (77).

To illustrate the role of the isovalue parameter \( \tau \) in the reconstructions, we consider the problem of reconstructing the acorn-shaped surface from data with relative noise level 1\% by using Kirsch’s method equipped with GDP. For this we compute the indicator function \( W_\lambda(z) \) associated with the large and projected problem, respectively, as well as the indicator function \( W(z) \) corresponding to the noise-free case.

Fig. 4 shows unidimensional views of \( W(z) \), \( W_\lambda(z) \), the corresponding isovalue parameters displayed as horizontal lines, and the reconstructions. Unidimensional versions of the indicator function are obtained by stacking the columns of the matrix.
Fig. 4. Top: unidimensional version of $W(z)$ and $W_{\lambda}(z)$ for Kirsch’s method equipped with GDP. Bottom: reconstructed objects from far-field matrix with relative noise level 1%.

$I(z = (x_1, x_2, x_3))$ for fixed $x_3$ but varying on the mesh. As we can observe, not only the indicator functions behave similarly but also the reconstructions look very good. For the reconstructions, the isovalue parameters were selected so that the reconstructed objects have approximately the same aspect ratio, taking as starting values those parameters defined in (78). For the projected approach we selected $k = 30$. The same trend is observed when the subspace is determined automatically as described at the end of the previous section.

Fig. 5 shows unidimensional views of $W(z)$, $\lambda(z)$, the corresponding isovalue parameters displayed as horizontal lines, and the reconstructions. Again, we use Kirsch’s method equipped with GDP and select a Krylov subspace of dimension $k = 30$. As before, we observe that the indicator functions look very similar. We also observe that the reconstructions suffer some deformation but the shape of the objects is apparent.

We now illustrate the role of the isovalue parameter $\tau$ in the reconstructions using Kirsch’s method and traditional LSM, all equipped with IMPC, the projection approach being implemented with a Krylov subspace of dimension $k = 30$. Fig. 6 shows the indicator function $\lambda(z)$ for three cases: the first case considers Kirsch’s method applied to the large problem, the second case considers the Kirsch based projection approach, and the third case considers the LSM based projection approach. As we can observe, the reconstructions obtained with Kirsch’s method look very similar and of good quality whereas the quality of the reconstruction obtained with traditional LSM is degraded. This is partially justified by the fact that the indicator function for LSM looks somewhat
different compared to the indicator functions for Kirsch’s method. Notice also that the range of $\lambda(z)$ for traditional LSM differs significantly from the range of $\lambda(z)$ for Kirsch’s method. The reason is that for LSM we have $\sigma_{\text{min}}(\tilde{F}) < \lambda(z) < \sigma_{\text{max}}(\tilde{F})$, while for Kirsch’s method $\sigma^{1/2}_{\text{min}}(\tilde{F}) < \lambda(z) < \sigma^{1/2}_{\text{max}}(\tilde{F})$.

We shall now illustrate the effectiveness of the projection approach when applied to the other surfaces, concentrating on Kirsch’s method only as it performed better than traditional LSM. For the reader’s sake we find instructive to report the convergence speed of the projection approach compared to conventional implementations of GDP or IMPC. To this end we consider Kirsch’s method equipped with GDP and IMPC respectively, using far-field data with noise level 1% and Krylov subspaces of dimension $k = 30$. Table 1 displays the time spent by three versions for GDP and two versions for IMPC. In this table, (LP) and (PP) refer to large and projected problem, respectively. Thus GDP-FP (LP) indicates application of GDP-FP to large problems, GDP-FP (PP) indicates application of GDP-FP to projected problems, and so on. In addition, GDP-D refers to an implementation of GDP based on Dekker’s algorithm as root finder (available as fzero.m in Matlab). The results show that the projection approach gets faster than the non-projected one by a factor ranging between 25 to 30. They also confirm previous evidence that the fixed point approach outperforms other root finders such as regula falsi method when applied to the discrepancy equation, as reported in [5]. For completeness, we also observe that when the subspace dimension is determined automatically, for GDP-FP (PP) the dimension ranges from 22 to 24, whereas for IMPC-FP (PP) the dimension ranges from 30 to 32.
Fig. 6. Top: unidimensional view of $\lambda(z)$ for Kirsch’s method and traditional LSM equipped with IMPC. Bottom: reconstructions from far-field data with relative noise level 1%. Figures on first and second columns correspond to Kirsch’s method. Figures on third column correspond to traditional LSM.
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Table 1

<table>
<thead>
<tr>
<th></th>
<th>Acorn</th>
<th>Cushion</th>
<th>Ellipsoid</th>
<th>Peanut</th>
<th>Sphere</th>
</tr>
</thead>
<tbody>
<tr>
<td>GDP-D (LP)</td>
<td>934.51</td>
<td>955.17</td>
<td>789.41</td>
<td>804.74</td>
<td>792.85</td>
</tr>
<tr>
<td>GDP-FP (LP)</td>
<td>524.95</td>
<td>540.85</td>
<td>521.35</td>
<td>512.96</td>
<td>522.58</td>
</tr>
<tr>
<td>IMPC-FP (LP)</td>
<td>549.68</td>
<td>536.89</td>
<td>557.77</td>
<td>528.37</td>
<td>532.84</td>
</tr>
<tr>
<td>GDP-FP (PP)</td>
<td>30.17</td>
<td>30.28</td>
<td>29.77</td>
<td>32.61</td>
<td>30.45</td>
</tr>
<tr>
<td>IMPC-FP (PP)</td>
<td>36.98</td>
<td>36.01</td>
<td>38.32</td>
<td>37.89</td>
<td>37.80</td>
</tr>
</tbody>
</table>

We now proceed by describing other reconstructions obtained with Kirsch’s method based projection approach equipped with GDP and IMPC. As before, we consider far-field data with noise level 1% and choose $k = 30$ as dimension of the Krylov subspace. The isovalue parameters are chosen by adjusting those obtained by GMSD so that the reconstruction ratio becomes approximately the same. Results are displayed in Fig. 7.

As it appears evident, except for the peanut-shaped surface, the reconstructions look quite good and of similar quality as those obtained for the acorn-shaped surface. Reconstructions obtained with automatic identification of the Krylov subspace did not alter significantly the quality of the reconstructions and are therefore not reported here.

Reconstructions of the five surfaces from far-field data with noise level 10% are displayed in Fig. 8. We notice that the reconstruction quality deteriorates slightly but the pattern of the objects remains informative.
Finally, in order to illustrate our projections methods in a highly contaminated environment, in Fig. 9 we report reconstructions of the acorn-shaped surface from far-field data with noise level 20%. Again, we use Kirsch’s method equipped with both GDP and IMPC and project onto a Krylov subspace of dimension $k = 30$. In this case, despite the significant deterioration of the reconstructions, we note that both GDP and IMPC are still able to identify the presence of the object.

9. Conclusions

We have developed sampling based projection methods for the reconstruction of 3D acoustically penetrable objects that exhibit large-scale far-field matrices. Two classes of methods are considered: methods that exploit knowledge of noise level estimates and methods that do not exploit such information. Regardless of whether the noise level is available or not, the methods rely on the fact that the indicator function used in the reconstructions can be computed efficiently based on Tikhonov regularized solutions involving a small number of variables, thereby reducing significantly the huge amount of calculations required by traditional implementations of linear sampling methods for large problems. Numerical results show that the methods are capable of providing satisfactory visualization of the scatterers at an extremely modest cost. Future work includes...
exhaustive testing of the methods with larger problems to assess their effective potential.
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Appendix A

Let the exact and perturbed far-field matrices be denoted by $F$ and $\tilde{F}$, respectively. The goal is to derive an estimate for $\| (\tilde{F}^H \tilde{F})^{1/4} - (F^H F)^{1/4} \|_2$ based on raw data $\tilde{F} = F + E$. Consider the following definitions:

a) $\tilde{D} = \tilde{F}^H \tilde{F} - \tilde{F} \tilde{F}^H$, $D = F^H F - FF^H$,

b) $\tilde{\Delta} = \| \tilde{D} \|_2$, $\Delta = \| D \|_2$,

c) $\mu = \| F \|_2 = \| \tilde{F} \|_2$, $\delta = \| \tilde{F} - F \|_2$.

We start by estimating the error norm $\delta = \| \tilde{F} - F \|_2$ as follows. Using definitions of $\tilde{D}$ and $D$ we have

\[
\tilde{D} = \tilde{F}^H \tilde{F} - \tilde{F} \tilde{F}^H - D + D \\
= \tilde{F}^H \tilde{F} - \tilde{F} \tilde{F}^H - F^H F + FF^H + D \\
= (\tilde{F}^H \tilde{F} - \tilde{F}^H F) - \tilde{F} \tilde{F}^H + (\tilde{F}^H F - F^H F) + FF^H + D \\
= \tilde{F}^H (\tilde{F} - F) + (\tilde{F}^H - F^H) F + FF^H - \tilde{F} \tilde{F}^H + D. \quad (79)
\]

Adding

\[
(\tilde{F}^H - F^H) \tilde{F} + \tilde{F} F^H + (F - \tilde{F}) \tilde{F}^H
\]

on the right hand side of (79) and then subtracting the same quantity, after rearranging terms we have

\[
\tilde{D} = \tilde{F}^H (\tilde{F} - F) + (\tilde{F}^H - F^H)(F - \tilde{F}) + (F - \tilde{F})(\tilde{F}^H - F^H) + (\tilde{F}^H - F^H) \tilde{F} + (F - \tilde{F}) \tilde{F}^H + \tilde{F}(F^H - \tilde{F}^H) + D
\]

By taking 2-norms we have

\[
\tilde{\Delta} \leq \mu \delta + 2\delta^2 + \delta \mu + \delta \mu + \delta \mu + \Delta = 2\delta^2 + 4\mu \delta + \Delta
\]

or

\[
\delta^2 + 2\mu \delta - \frac{\tilde{\Delta} - \Delta}{2} \geq 0.
\]

Solving the inequality for $\delta$ we get

\[
\delta \geq \sqrt{\mu^2 + \frac{\tilde{\Delta} - \Delta}{2}} - \mu. \quad (80)
\]
Assuming that \( F \) is near normal, which means \( \Delta \approx 0 \), our first estimate for \( \delta \) based on raw data is taken as

\[
\delta_1 = \sqrt{\mu^2 + \tilde{\Delta}^2 - \mu}. \tag{81}
\]

Since \( \delta_1 \) is close to the lower bound of (80) and since for GDP to work we require an upper bound on \( \delta \), a second estimate can be taken as

\[
\delta_2 = \sqrt{\frac{\Delta}{2}}. \tag{82}
\]

Obviously \( \delta_2 \approx \delta_1 \) only when \( \tilde{F} \) is near normal, i.e., when \( \tilde{\Delta} \) is small, otherwise \( \delta_2 \gg \delta_1 \).

Better results are obtained with the choice \( \delta = (\delta_1 + \delta_2)/2 \).

We now derive an estimate for \( \| (\tilde{F}^H \tilde{F})^{1/4} - (F^H F)^{1/4} \|_2 \). Let the SVDs of \( \tilde{F} \) and \( F \) be

\[
\tilde{F} = \tilde{U}\tilde{\Sigma}\tilde{V}^H, \quad F = U\Sigma V^H,
\]

Setting \( \tilde{B} = \tilde{F}^H \tilde{F}, \ B = F^H F \), using the above SVDs we have

\[
\tilde{B}^{1/4} - B^{1/4} = \tilde{V}\tilde{\Sigma}^{1/2}\tilde{V}^H - V\Sigma^{1/2}V^H = \tilde{C}^H \tilde{C} - C^H C,
\]

where \( \tilde{C} = \tilde{\Sigma}^{1/4}\tilde{V}^H \) is a non-normal matrix which can be computed from far-field data, and \( C = \Sigma^{1/4}V^H \). Hence

\[
\tilde{B}^{1/4} - B^{1/4} = \tilde{C}^H \tilde{C} - C^H C = \tilde{C}^H (\tilde{C} - C) + (\tilde{C}^H - C^H)C. \tag{83}
\]

Taking norms we have

\[
\| \tilde{B}^{1/4} - B^{1/4} \|_2 \leq (\| \tilde{C} \|_2 + \| C \|_2)^H \| \tilde{C} - C \|_2 \tag{84}
\]

and the error norm \( \| \tilde{C} - C \|_2 \) can be estimated as in the previous case based on the departure from normality of \( \tilde{C} \) and the corresponding matrix norm \( \| \tilde{C} \|_2 \). More precisely, from (81) and (82) we can obtain estimates \( \hat{\delta}_1 \) and \( \hat{\delta}_2 \) for \( \| \tilde{C} - C \|_2 \) as follows

\[
\hat{\delta}_1 = \sqrt{\| \tilde{C} \|_2^2 + \frac{\| \tilde{C}^H \tilde{C} - \tilde{C} \tilde{C}^H \|_2}{2} - \| \tilde{C} \|_2} \tag{85}
\]

and

\[
\hat{\delta}_2 = \sqrt{\frac{\| \tilde{C}^H \tilde{C} - C \tilde{C}^H \|_2}{2}}. \tag{86}
\]
Since $\|\tilde{C}\|_2 = \tilde{\sigma}_1^{1/4}$, assuming that $\sigma_1 \leq \tilde{\sigma}_1$, the error norm required by Kirsch’s method, 
\[ \delta_K = \|\tilde{B}^{1/4} - B^{1/4}\|_2, \]
\[ \delta_K = 2\tilde{\sigma}_1^{1/4}\delta_C, \tag{87} \]
where $\delta_C$ is either $\hat{\delta}_1$ or $\hat{\delta}_2$. Better results are obtained with the choice $\delta_C = \hat{\delta}_1$.
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